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1. The concept of  f-divergences 

Let F be the set of convex functions  ݂: ሾ0, ∞ሻ ՜ ሺെ∞, ∞ሻ which are finite on 
ሺ0, ∞ሻ and continuous at point 0ሺ݂ሺ0ሻ ൌ lim௨՝଴ ݂ሺݑሻ,F଴ ൌ ሼ݂ א F: ݂ሺ1ሻ ൌ 0ሽ. 
Further if ݂ א F, then ݂כ is defined by  

ሻݑሺכ݂ ൌ ൞
݂ ݑ ൬

1
ݑ

൰            for         ݑ א ሺ0, ∞ሻ,

lim
௩՜ஶ

݂ሺݒሻ
ݒ

    for                ݑ ൌ 0,
 

is also in F and is called the *-conjugate (convex) function of   f.  

Definition 1.1. Let  
(1.1)  ∆௡ൌ ሼሺ݌ଵ, ,ଶ݌ … , :௡ሻ݌ ௜݌ ൒ 0, ݅ ൌ 1, 2, … , ݊, ∑ ௜݌

௡
௜ୀଵ ൌ 1ሽ, ݊ ൌ 2, 3, … 

denote the set of all finite discrete (n-ray) complete probability distributions. For a 
convex function ݂ א F, the f-divergence of the probability distributions P and Q is 
given by  
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,௙ሺܲܫ  (1.2) ܳሻ ൌ ∑ ௜ݍ
௡
௜ୀଵ ݂ ቀ௣೔

௤೔
ቁ
 where ܲ ൌ ሺ݌ଵ, ,ଶ݌ … , ௡ሻ݌ א ∆௡ and ܳ ൌ ሺݍଵ, ,ଶݍ … , ௡ሻݍ א ∆௡. In ∆௡, we have taken 

all ݌௜ ൐ 0.  If we take all ݌௜ ൒ 0 for ݅ ൌ 1, 2, … , ݊ then we have to suppose that 
0 ln 0 ൌ  0 ln ቀ଴

଴
ቁ ൌ 0. It is generally common to take logarithms with base of 2, but 

here we have taken only natural logarithms.  
These divergences were introduced and studied independently by C s i s z á r 

[5, 6] and A l i and S i l v e y [1] and are sometimes known as Csiszár f-divergences 
or Ali-Silvey distances. The f-divergence given by (1.1) is a versatile functional 
form, which with a suitable choice of the function involved, leads to some well 
known divergence measures. Some examples as ݂ሺݑሻ ൌ ሻݑሺכሺ݂ݑ ln ݑ ൌ  െ ln  ሻݑ
provide the Kullback-Leibler’s measure [13], ݂ሺݑሻ ൌ ݑ| െ 1| ൌ  ሻ results inݑሺכ݂
the variational distance [12], ݂ሺݑሻ ൌ ሺݑ െ 1ሻଶ ቀ݂כሺݑሻ ൌ  ሺ௨ିଵሻమ

௨
ቁ  yields the 

߯ଶ divergence [15] and many more. These measures have been applied in a variety 
of fields, such as economics and political science [18, 19], biology [16], the analysis 
of contingency tables [7] , approximation of probability distributions [4, 11] , signal 
processing [9, 10] and pattern recognition [2, 3, 8]. The f-divergence satisfies a 
large number of properties which are important from an information theoretic point 
of view. Ö s t e r r e i c h e r [14] has discussed the basic general properties of             
f-divergences including their axiomatic properties and some important classes. 

The f-divergence defined by (1.2) is generally asymmetric in P and Q. 
Nevertheless, the convexity of f (u) implies that of  

ሻݑሺכ݂ ൌ ݂ ݑ  ൬
1
ݑ

൰ 
and with this function we have 

,௙ሺܲܫ  ܳሻ ൌ ,ሺܲכ௙ܫ   ܳሻ. 
Hence, it follows, in particular, that the symmetrised  f-divergence 

,௙ሺܲܫ  ܳሻ ൅ ,௙ሺܳܫ   ܲሻ 
is again an f-divergence, with respect to the convex function ݂ሺݑሻ ൅  .ሻݑሺכ݂

In the present work, we have established new information inequalities 
involving f-divergences using the convexity arguments and some well known 
inequalities, such as the jensen inequality and the Arithmetic-Geometric Mean 
(AGM) inequality. Further we have used these inequalities in establishing 
relationships among some well-known divergence measures. Without essential loss 
of insight, we restrict ourselves to discrete probability distributions and note that the 
extension to the general case relies strongly on the Lebesgue–Radon–Nikodym 
Theorem. 

2. Information inequalities 

Result 2.1. If  ߮: ሺ0, ∞ሻ ՜ Թ is convex, then the function  

߰ଵሺݑ, ሻݒ ൌ ߮ݒ ൬
ݑ ൅ ݒ

ݒ2
൰ 

of two variables is convex on the domain ሺݑ, ሻݒ א ሺ0, ∞ሻଶ. 
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P r o o f. Consider ߣ א ሺ0, 1ሻ and two points ݔ௜ ൌ ሺݑ௜,  ௜ሻ from the domain ofݒ
the function ߮. For 

ݓ ൌ
ଵݒߣ

ଵݒߣ ൅ ሺ1 െ ଶݒሻߣ
  and     ݐ௜ ൌ

௜ݑ ൅ ௜ݒ

௜ݒ2
 

we get ߮ሺݐݓଵ ൅ ሺ1 െ ଶሻݐሻݓ ൑ ଵሻݐሺ߮ ݓ ൅ ሺ1 െ  ,ଶሻݐሻ߮ሺݓ
so that   

ሺݒߣଵ ൅ ሺ1 െ ଶሻ߮ݒሻߣ ቆ
ଵݑߣ ൅ ሺ1 െ ଶݑሻߣ ൅ ଵݒߣ ൅ ሺ1 െ ଶݒሻߣ

2ሺݒߣଵ ൅ ሺ1 െ ଶሻݒሻߣ ቇ ൑

൑ ଵ߮ݒߣ  ൬
ଵݑ ൅ ଵݒ

ଵݒ2
൰ ൅ ሺ1 െ ଶ߮ݒሻߣ ൬

ଶݑ ൅ ଶݒ

ଶݒ2
൰ 

or, equivalently   ߰ሺݔߣଵ ൅ ሺ1 െ ଶሻݔሻߣ ൑ ଵሻݔሺ߰ ߣ ൅ ሺ1 െ  ଶሻ which completesݔሻ߮ሺߣ
the proof.  

Result 2.2.  If  ߮: ሺ0, ∞ሻ ՜ Թ is convex then the function  

߰௡ሺݑ, ሻݒ ൌ ߮ݒ ቀ ௨ା௡௩
ሺ௡ାଵሻ௩

ቁ , ݊ ൐ 0, 

of two variables is convex on the domain  ሺݑ, ሻݒ א ሺ0, ∞ሻଶ. 
P r o o f.  The proof follows on similar lines as in the previous result except the 

choice of ݐ௜which can be taken as 

௜ݐ ൌ
௜ݑ ൅ ௜ݒ݊

ሺ݊ ൅ 1ሻݒ௜
,   ݊ ൐ 0. 

We, therefore have the following divergence functionals of  f-divergence type: 
,௙ሺ௡ሻሺܲܫ    (2.1) ܳሻ ൌ ∑ ௜݂ݍ ቀ ௣೔ା௡௤೔

ሺଵା௡ሻ௤೔
ቁ௡

௜ୀଵ  
where ܲ ൌ ሺ݌ଵ, ,ଶ݌ … , ௡ሻ݌ א ∆௡ and ܳ ൌ ሺݍଵ, ,ଶݍ … , ௡ሻݍ א ∆௡. For n = 0, the 
function (2.1) is reduced to the Csiszár f-divergence given by (1.2). Replacing n by 
1/n in (2.1), we obtain 
௙ቀభܫ    (2.2)

೙ቁሺܲ, ܳሻ ൌ ∑ ௜݂ݍ ቀ ௡௣೔ା௤೔
ሺଵା௡ሻ௤೔

ቁ௡
௜ୀଵ . 

Relationship with Csiszár f-divergence follow. 

Result 2.3. Let ݂: ܫ ك ሾ0, ∞ሻ ՜  Թ be a differentiable convex function on the 
interval I, ݔ௜ א Further we assume that ݂ሺ1ሻ .(ሚ is interior of Iܫ)  ሚܫ ൌ 0. Then for 
all ܲ, ܳ א ∆௡we have   
,௙ሺଶ௡ାଵሻሺܲܫ    (2.3) ܳሻ ൑ ଵ

ଶ
,௙ሺ௡ሻሺܲܫ  ܳሻ, 

௙ቀܫ    (2.4) భ
మ೙శభቁሺܲ, ܳሻ ൑ ଵ

ଶ
ቆ ܫ௙ቀభ

೙ቁሺܲ, ܳሻ ൅ ,௙ሺܲܫ   ܳሻቇ 

where  ܫ௙ሺܲ, ܳሻ and  ܫ௙ሺ௡ሻሺܲ, ܳሻ are measures given by (1.2) and (2.1) respectively. 
The equality holds in the above inequalities if ݌௜ ൌ  .௜ for each iݍ

P r o o f.  Let ߣ ൌ ሺߣଵ, ,ଶߣ … , ௡ሻߣ א ∆௡. Then it is well known that 
(2.5)   ݂ሺ∑ ௜ݔ௜ߣ

௡
௜ୀଵ ሻ ൑ ∑ ௜ሻ௡ݔ௜݂ሺߣ

௜ୀଵ . 
If f is strictly convex, then the equality holds if and only if all  x1 = x2 = ... = xn. 
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The above inequality is famous as Jensen inequality. If f  is a concave function, then 
the inequality sign will change. If we assume  ߣଵ ൌ ଶߣ ൌ ଵ

ଶ
  with all other ߣ௜

 Ҩݏ  zero, 
then we obtain 
(2.6)   ݂ ቀ௫భା௫మ

ଶ
ቁ ൑ ଵ

ଶ
ሾ݂ሺݔଵሻ ൅ ݂ሺݔଶሻሿ. 

Choosing ݔଵ ൌ ଶݔ  and ݔ ൌ 1 , we obtain 
(2.7)    ݂ ቀ௫ ା ଵ

ଶ
ቁ ൑ ଵ

ଶ
ሾ݂ሺݔሻሿ  since  ݂ሺ1ሻ ൌ 0.    

Substituting  ݔ ൌ ௣೔
௤೔

 in the above inequality, multiplying by  ݍ௜  and then 
summing over all i, we obtain 
,௙ሺଵሻሺܲܫ 2    (2.8) ܳሻ ൑ ,௙ሺܲܫ  ܳሻ. 

A choice of  ݔଵ ൌ ௫ ା ଵ
ଶ

and ݔଶ ൌ 1will give  2ܫ௙ሺଷሻሺܲ, ܳሻ ൑ ,௙ሺଵሻሺܲܫ  ܳሻ. 

A choice of ݔଵ ൌ ௫ ା ଷ
ସ

  and  ݔଶ ൌ 1 will give  2ܫ௙ሺ଻ሻሺܲ, ܳሻ ൑ ,௙ሺଷሻሺܲܫ  ܳሻ. 
Finally a choice of  ݔଵ ൌ ௫ ା ௡

௡ାଵ
   and   ݔଶ ൌ 1 will yield (2.3).  

Combining the above choices of  ݔଵ and  ݔଶ, we obtain 
2௡ାଵ ܫ௙൫ଶ೙శభିଵ൯ሺܲ, ܳሻ ൑ 2௡ ܫ௙ሺଶ೙ିଵሻሺܲ, ܳሻ ൑ …   ൑ ,௙ሺଵହሻሺܲܫ 16 ܳሻ ൑ 

൑ ,௙ሺ଻ሻሺܲܫ 8 ܳሻ ൑ ,௙ሺଷሻሺܲܫ 4 ܳሻ ൑ ,௙ሺଵሻሺܲܫ 2 ܳሻ ൑ ,௙ሺܲܫ  ܳሻ. 

Also a choice of  ݔଵ ൌ
௫ ା భ೙
భ
೙ାଵ

  and ݔଶ ൌ  will yield (2.4). The inequalities ݔ

given by (2.3) and (2.4) can be used in establishing relationship among some well 
known divergence measures. For example, if  ݂ሺݑሻ ൌ െln ݑ  and ݊ ൌ 0 in (2.3), we 
obtain  

෍ ௜lnݍ ൬
௜ݍ2

௜݌ ൅ ௜ݍ
൰

௡

௜ୀଵ
൑

1
2

෍ ௜lnݍ ൬
௜ݍ

௜݌
൰

௡

௜ୀଵ
, which gives   ܨሺܳ, ܲሻ ൑

1
2

,ሺܳܭ ܲሻ. 

Here ܨሺܲ, ܳሻ and ܭሺܲ, ܳሻ denote the Relative Jensen-Shannon divergence 
measure [17] and the Kullback–Leibler divergence measure [13] respectively.  

3. Parameterization of  f-divergences 

Let us consider the set of all those divergence measures for which the associated 
convex functions f  satisfy the functional equation  
(3.1)   ݂ሺݑሻ ൌ ݂ ݑ  ቀଵ

௨
ቁ 

and for which  ݂ሺ1ሻ ൌ 0  ሺi. e. , ݂ א F଴ሻ. Now for any such solution f, set 

(3.2)   ݃ሺݑሻ ൌ  ௨భ
మൗ

ሺ௨ିଵሻమ  ݂ሺݑሻ for  ݑ ൐ 1 and 

߮ሺݐሻ ൌ  ݃ ൬ቀݐ ൅ ඥݐଶ ൅ 1ቁ
ଶ

൰ for  ݐ ൐ 1 

(and define  ߮ሺ1ሻ arbitrarily). One can easily check that  

߮ ቆ
ݑ ൅ 1

ଵݑ2
ଶൗ

ቇ ൌ  ݃ ൬max ൜ݑ,
1
ݑ

ൠ൰ 

therefore, if  ݑ ൐ 1, 
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݂ሺݑሻ ൌ  
ሺݑ െ 1ሻଶ

ଵݑ
ଶൗ

 ݃ሺݑሻ ൌ
ሺݑ െ 1ሻଶ

ଵݑ
ଶൗ

݃ ൬max ൜ݑ,
1
ݑ

ൠ൰ ൌ
ሺݑ െ 1ሻଶ

ଵݑ
ଶൗ

߮ ቆ
ݑ ൅ 1

ଵݑ2
ଶൗ

ቇ 

and, if ݑ ൏ 1, 

݂ሺݑሻ ൌ ݂ ݑ  ൬
1
ݑ

൰ ൌ  
ሺݑ െ 1ሻଶ

ଵݑ
ଶൗ

 ݃ሺݑሻ ൌ
ሺݑ െ 1ሻଶ

ଵݑ
ଶൗ

݃ ൬max ൜ݑ,
1
ݑ

ൠ൰

ൌ
ሺݑ െ 1ሻଶ

ଵݑ
ଶൗ

߮ ቆ
ݑ ൅ 1

ଵݑ2
ଶൗ

ቇ. 

Thus (3.1) holds (obviously, also for ݑ ൌ 0) for the function ߮ሺ. ሻ defined by 
(3.2). Therefore, it is very much clear that every solution of (3.1) satisfying  
݂ሺ1ሻ ൌ 0 can be written in the form 

݂ሺݑሻ ൌ
ሺݑ െ 1ሻଶ

ଵݑ
ଶൗ

߮ ቆ
ݑ ൅ 1

ଵݑ2
ଶൗ

ቇ 

for a suitable ߮ሺ. ሻ.  
We, therefore consider the following symmetric divergence functional 

,௙ሺఝሻሺܲܫ    (3.3) ܳሻ ൌ ∑ ሺ௣೔ି௤೔ሻమ

ሺ௣೔௤೔ሻభ మൗ ݂ ൬ ௣೔ା௤೔

ଶሺ௣೔௤೔ሻభ మൗ ൰௡
௜ୀଵ . 

It should be noted that (3.3) represents a parameterization of the set of all such 
divergence measures which satisfy (3.1). But here the function ߮ሺ. ሻcan be both 
convex and concave. Table 1 shows various choices of   ߮ሺ. ሻ and the corresponding 
divergence functionals.  
Table 1. New symmetric divergence measures 

S. 
No ߮ሺݑሻ ݂ሺݑሻ ܫ௙ሺఝሻሺܲ, ܳሻ 

1. ߮ሺݑሻ ൌ ݇  
ሺa positive constantሻ ݇

ሺݑ െ 1ሻଶ

ଵݑ
ଶൗ

 ݇ ෍
ሺ݌௜ െ ௜ሻଶݍ

ሺ݌௜ݍ௜ሻ
ଵ

ଶൗ
ൌ

௡

௜ୀଵ
௞ܧ

,ሺܲכ ܳሻ 

2. ߮ሺݑሻ ൌ ,௞ݑ   
 ݇ ൌ 1, 2, 3, … 

ሺݑ െ 1ሻଶ

ଵݑ
ଶൗ

൬
ݑ ൅ 1
ଵݑ2

ଶൗ
൰

௞

,  

݇ ൌ 1, 2, 3, … 

෍
ሺ݌௜ െ ௜ሻଶݍ

ሺ݌௜ݍ௜ሻ
ଵ

ଶൗ
ቆ

௜݌ ൅ ௜ݍ

2ሺ݌௜ݍ௜ሻ
ଵ

ଶൗ
ቇ

௞

ൌ ௞ܮ
כ ሺܲ, ܳሻ

௡

௜ୀଵ
,  

݇ ൌ 1, 2, 3, …

3. ߮ሺݑሻ ൌ ௞ݑ ln     ,ݑ
݇ ൌ 1, 2, 3, … 

ሺݑ െ 1ሻଶ

ଵݑ
ଶൗ

൬
ݑ ൅ 1
ଵݑ2

ଶൗ
൰

௞

ln ൬
ݑ ൅ 1
ଵݑ2

ଶൗ
൰,

݇ ൌ 1, 2, 3, … 

෍
ሺ݌௜ െ ௜ሻଶݍ

ሺ݌௜ݍ௜ሻ
ଵ

ଶൗ
ቆ

௜݌ ൅ ௜ݍ

2ሺ݌௜ݍ௜ሻ
ଵ

ଶൗ
ቇ

௞

ln ቆ
௜݌ ൅ ௜ݍ

2ሺ݌௜ݍ௜ሻ
ଵ

ଶൗ
ቇ

௡

௜ୀଵ
 ൌ 

ൌ ௞ܯ
,ሺܲכ ܳሻ, 

݇ ൌ 1, 2, 3, …

4. ߮ሺݑሻ ൌ ln  ݑ
ሺݑ െ 1ሻଶ

ଵݑ
ଶൗ

ln ൬
ݑ ൅ 1
ଵݑ2

ଶൗ
൰ ෍

ሺ݌௜ െ ௜ሻଶݍ

ሺ݌௜ݍ௜ሻ
ଵ

ଶൗ
ln ቆ

௜݌ ൅ ௜ݍ

2ሺ݌௜ݍ௜ሻ
ଵ

ଶൗ
ቇ ൌ ,ሺܲܩ ܳሻ

௡

௜ୀଵ
 

5. ߮ሺݑሻ ൌ ௞ݑ െ 1,   
݇ ൌ 1, 2, 3, … 

ሺݑ െ 1ሻଶ

ଵݑ
ଶൗ

ቆ൬
ݑ ൅ 1
ଵݑ2

ଶൗ
൰

௞

െ 1ቇ,  

݇ ൌ 1, 2, 3, … 

෍
ሺ݌௜ െ ௜ሻଶݍ

ሺ݌௜ݍ௜ሻ
ଵ

ଶൗ
൭ቆ

௜݌ ൅ ௜ݍ

2ሺ݌௜ݍ௜ሻ
ଵ

ଶൗ
ቇ

௞

െ 1൱ ൌ ௞ܰ
,ሺܲכ ܳሻ

௡

௜ୀଵ
,  

݇ ൌ 1, 2, 3, …
 
Result 3.1. Consider the measures ܧଵ

,ሺܲכ ܳሻ, ௞ܮ
כ ሺܲ, ܳሻ, ,ሺܲܩ ܳሻ and ܯ௞

,ሺܲכ ܳሻ 
as defined in Table 1.  Then the following inequalities measures hold 
ଵܧ   (3.4)

,ሺܲכ ܳሻ ൑ ଵܮ 
כ ሺܲ, ܳሻ ൑ ଶܮ 

כ ሺܲ, ܳሻ ൑ ଷܮ 
כ ሺܲ, ܳሻ ൑ ସܮ 

כ ሺܲ, ܳሻ ൑  …  
and 
,ሺܲܩ    (3.5) ܳሻ ൑ ଵܯ 

,ሺܲכ ܳሻ ൑ ଶܯ 
,ሺܲכ ܳሻ ൑ ଷܯ 

,ሺܲכ ܳሻ ൑ ସܯ 
,ሺܲכ ܳሻ ൑  … 

The equality holds in the above inequalities if ݌୧ ൌ  .௜ for each iݍ
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P r o o f. To start with, let us consider the arithmetic-geometric mean 
inequality given by  

௨ାଵ

ଶ௨భ మൗ ൒ 1 for all ݑ ൐ 0. 
The equality holds for  ݑ ൌ 1. In general we have  

1 ൑
ݑ ൅ 1

ଵݑ2
ଶൗ

൑ ቆ
ݑ ൅ 1

ଵݑ2
ଶൗ

ቇ
ଶ

൑ ቆ
ݑ ൅ 1

ଵݑ2
ଶൗ

ቇ
ଷ

൑ ቆ
ݑ ൅ 1

ଵݑ2
ଶൗ

ቇ
ସ

൑   … 

which is equivalent to  

(3.6)  ሺ௨ିଵሻమ

௨భ మൗ ൑ ሺ௨ିଵሻమ

௨భ మൗ ቀ ௨ାଵ

ଶ௨భ మൗ ቁ ൑ ሺ௨ିଵሻమ

௨భ మൗ ቀ ௨ାଵ

ଶ௨భ మൗ ቁ
ଶ

൑ 

൑
ሺݑ െ 1ሻଶ

ଵݑ
ଶൗ

ቆ
ݑ ൅ 1

ଵݑ2
ଶൗ

ቇ
ଷ

൑
ሺݑ െ 1ሻଶ

ଵݑ
ଶൗ

ቆ
ݑ ൅ 1

ଵݑ2
ଶൗ

ቇ
ସ

൑   … 

Substituting ݑ ൌ ௣೔
௤೔

  in the above inequality, multiplying by ݍ௜ and then 
summing over all i, we obtain (3.4). 

Again from (3.6), we have 
ሺݑ െ 1ሻଶ

ଵݑ
ଶൗ

ln ቆ
ݑ ൅ 1

ଵݑ2
ଶൗ

ቇ ൑
ሺݑ െ 1ሻଶ

ଵݑ
ଶൗ

ቆ
ݑ ൅ 1

ଵݑ2
ଶൗ

ቇ ln ቆ
ݑ ൅ 1

ଵݑ2
ଶൗ

ቇ ൑

൑
ሺݑ െ 1ሻଶ

ଵݑ
ଶൗ

ቆ
ݑ ൅ 1

ଵݑ2
ଶൗ

ቇ
ଶ

ln ቆ
ݑ ൅ 1

ଵݑ2
ଶൗ

ቇ ൑

൑
ሺݑ െ 1ሻଶ

ଵݑ
ଶൗ

ቆ
ݑ ൅ 1

ଵݑ2
ଶൗ

ቇ
ଷ

ln ቆ
ݑ ൅ 1

ଵݑ2
ଶൗ

ቇ ൑

൑
ሺݑ െ 1ሻଶ

ଵݑ
ଶൗ

ቆ
ݑ ൅ 1

ଵݑ2
ଶൗ

ቇ
ସ

ln ቆ
ݑ ൅ 1

ଵݑ2
ଶൗ

ቇ ൑   … 

Substituting ݑ ൌ ௣೔
௤೔

 in the above inequality, multiplying by ݍ௜ and then 
summing over all i, we obtain (3.5). It is interesting to note that 

ଵܮ
כ ሺܲ, ܳሻ ൌ

1
2

߰ሺܲ, ܳሻ ൌ
1
2

ሼ߯ଶሺܲ, ܳሻ ൅ ߯ଶሺܳ, ܲሻሽ 

where ߯ଶሺܲ, ܳሻ is the well known ߯ଶ divergence [15] 

Result 3.2. Consider a differentiable function ߮ሺ. ሻ: ሺ0, ∞ሻ ՜ Թ as defined in 
(3.3). Then the following inequalities hold 
(3.7)   ߮ᇱሺ1ሻ ଵܰ

,ሺܲכ ܳሻ ൑ ,௙ሺఝሻሺܲܫ  ܳሻ െ ߮ሺ1ሻܧଵ
,ሺܲכ ܳሻ   ൑ 

൑ ෍
ቀ݌௜

ଵ
ଶൗ െ ௜ݍ

ଵ
ଶൗ ቁ

ଶ
ሺ݌௜ െ ௜ሻଶݍ

2 ሺ݌௜ݍ௜ሻ ߮Ԣ ቆ
௜݌ ൅ ௜ݍ

2ሺ݌௜ݍ௜ሻଵ
ଶൗ

ቇ
௡

௜ୀଵ
 

if ߮ሺ. ሻ  is convex, and 

(3.8)   ∑
ቀ௣೔

భ మൗ ି௤೔
భ మൗ ቁ

మ
ሺ௣೔ି௤೔ሻమ

ଶ ሺ௣೔௤೔ሻ ߮
ᇱ൭ ೛೔శ೜೔

మ൫೛೔೜೔൯
భ మൗ

൱
௡
௜ୀଵ ൑ 

൑ ,௙ሺఝሻሺܲܫ  ܳሻ െ ߮ሺ1ሻܧଵ
,ሺܲכ ܳሻ ൑ ߮ᇱሺ1ሻ ଵܰ

,ሺܲכ ܳሻ 
if ߮ሺ. ሻ  is concave.  
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P r o o f.  First we assume that the function ߮ሺ. ሻ: ሺ0, ∞ሻ ՜ Թ is differentiable 
and convex, then we have the following inequality 
(3.9)   ߮ᇱሺݔሻሺݕ െ ሻݔ ൑ ߮ሺݕሻ െ ߮ሺݔሻ ൑ ߮ᇱሺݕሻሺݕ െ ,ݔ  ሻ  forݔ ݕ א Թ. 

Replacing y by  
௣೔ ା ௤೔

ଶሺ௣೔௤೔ሻభ మൗ  and x by 1 in the above inequality, we obtain 

߮ᇱሺ1ሻ ቆ
௜݌ ൅ ௜ݍ

2ሺ݌௜ݍ௜ሻଵ
ଶൗ

െ 1ቇ ൑ ߮ ቆ
௜݌ ൅ ௜ݍ

2ሺ݌௜ݍ௜ሻଵ
ଶൗ

ቇ െ ߮ሺ1ሻ ൑ 

൑ ߮ᇱ ൬ ௣೔ା௤೔

ଶሺ௣೔௤೔ሻభ మൗ ൰ ൬ ௣೔ା௤೔

ଶሺ௣೔௤೔ሻభ మൗ െ 1൰. 

Multiplying both sides by and summing over all I in the above inequality, we 
obtain (3.7). 

In addition, if we have ߮ሺ1ሻ ൌ ߮ᇱሺ1ሻ ൌ 0, then from (3.7), we have 

(3.10)   0 ൑ ,௙ሺఝሻሺܲܫ  ܳሻ ൑ ∑
ቀ௣೔

భ మൗ ି௤೔
భ మൗ ቁ

మ
ሺ௣೔ି௤೔ሻమ

ଶ ሺ௣೔௤೔ሻ ߮Ԣ ൬ ௣೔ା௤೔

ଶሺ௣೔௤೔ሻభ మൗ ൰௡
௜ୀଵ . 

Again if we assume that the function ߮ሺ. ሻ: ሺ0, ∞ሻ ՜ Թ to be differentiable and 
concave, then the inequality given by (3.9) gets reversed and as such the proof of 
(3.8) follows on similar lines as above. 

Remark. The measure ܧଵ
,ሺܲכ ܳሻ offers the following extension: 

,௙ሺఈሻሺܲܫ  ܳሻ ൌ ∑ |௣೔ି௤೔|ഀశభ

ሺ௣೔௤೔ሻഀ
మൗ

௡
௜ୀଵ , ߙ א ሺ0, ∞ሻ, 

which includes the variation norm for ߙ ൌ 1. Note that 

ఈ݂ሺ0ሻ ൌ ൜ ߙ                     1 ൌ 1
ߙ            ∞ א ሺ0, ∞ሻൠ. 

By virtue of arithmetic-geometric mean inequality, we have 
2

ሺݑ ൅ 1ሻఈ ൑
1

ఈݑ
ଶൗ

for all ݑ ൐ ߙ   ,0 א ሺ0, ∞ሻ 

which is equivalent to  
|௨ିଵ|ഀశభ

ሺ௨ାଵሻഀ ൑ |௨ିଵ|ഀశభ

௨
ഀ

మൗ for all ݑ ൐ 0, ߙ א ሺ0, ∞ሻ.  

Substituting ݑ ൌ ௣೔
௤೔

 in the above inequality, multiplying by ݍ௜ and then 
summing over all i, we obtain 

,௙ሺఈሻሺܲߴ  ܳሻ ൑ ,௙ሺఈሻሺܲܫ  ܳሻ,       ߙ א ሺ0, ∞ሻ. 
Here  ߴ௙ሺఈሻሺܲ, ܳሻ are a class of symmetric divergences studied by Puri and 

Vincze which includes the triangular discrimination for  ߙ ൌ 2. 
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