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Abstract: The paper describes the methods and algorithms used for realization of
special functions computing with arbitrary precision in the environment of .NET
Framework. .NET Framework C# is used as a tool, with the help of the MPIR
library. An example is demonstrated, with a program, using the current state of the
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1. Introduction

Arbitrary precision computations are not a self-purpose. They are related to
receiving precise values when solving mathematical models in different areas,
including, for instance, non-linear dynamic systems. But due to their essence,
similar calculations are not intended for direct real time control of quickly running
technological processes, i. e., widely spread industrial production processes. The
present paper describes the first stage of the realization of a system for arbitrary
precision computing in the environment of .NET Framework, concerning special
functions calculations. The used methods and algorithms for their realization are
described

The library MPIR [19] is used as a tool. It is a detached version of the arbitrary
precision mathematical calculations library, based on GMP (GNU MP — library for
arbitrary precision mathematics of GNU). X-MPIR ensures interface in .NET
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Framework C# to a library of previously compiled functions of MPIR, realized in
C. To our knowledge the latest overview of the special functions calculation is
given in Chapter 4 of [1]. In monograph [2] there is a detailed list of sources, which
may be used for contingent check up. It is to be noted that intentionally preference
is given to the methods, using quickly convergent series in the present realization of
the special function library, wherever this is possible and/or practical. In most cases
alterative methods exist such as continued fractions, integral presentation, using of
iterative relations, and so on. But for computing with arbitrary precision the
possibility for simple error evaluation is crucial. The approach adopted is not free of
its specific requirements, for instance ensuring consistency of the main series and
asymptotic presentation. About the specificity of the asymptotic presentation with
divergent series see also [3]. Nonetheless this approach seems to be simpler in the
arbitrary precision context, which is anyway apriori specified and should be easily
calculated.

2. Realization and methods used

The realization of the functions, at present, is for a real argument. A basic version
of a program-calculator is created implementing immediate usage of the library for
the purpose of testing the functions. It is described in details in section 3 “Testing
calculator”. The generally accessible sources used for the methods realized are
[1- 6]. Reference [4] is most intensively used although even there the references
“Methods of computation” are not always sufficient, but this does not belittle the
exclusive value of the writing for any calculator. Sites [20-22] provide good initial
references. Possible sources about specific special functions and constants, as well
as respective computational methods when they are non-standard, e.g. power series
and asymptotic presentations, are given in place in this section. Many of the
functions in the library are internally used to express other functions, e.g. in a
respective range or an index type, and some of them, as well as calculating the
numerator and denominator in the Bernoulli numbers, are not still represented in the
calculator. The special cases of the hyper geometric(fug]ctio(n ar)e a typical example:
= &), .- ap z"
F\a;,---,a,:b,...,b;2) = .
Fole 1By 7 nzg(bl)n...(bq)n n!

Only the special cases are used in the representations below, where p = 0,
g=1,and p =1, q=1, at which (p < q + 1) series is everywhere convergent, if
b = b; is not a negative integer. However at great argument values other
presentations are used.

2.1. Constants

Two variants of using the constants are applicable from a program point of view:
- storing in static fields which are initialized at first usage of the class and then
they are immediately used when needed,;
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- calling functions which return the result required with the current precision
for the calculations.

The first one is faster under the condition that the specified precision is not
changed in the frame of the given calculation or the constants are computed with
sufficiently high precision, which would not be overridden at computation. The
second method is used for the moment

After accurate realization of elementary functions constantsz, e , In2, Inl0,
log2, log e, roots and powers of integers and their various combinations including
arithmetic operations are available. The constant with the current precision of
computing is returned at calling the respective functions. The algorithm proposed
byBrent and McMillanin[7]is used for Euler’s constant .

Brent and McMillan algorithm:

Suppose we want to compute Euler’s constant y with precision up to d

decimal digits. If we choose n to be the greatest integer which is less than
¢ + (1/4) In10d with an appropriate constant c, then

< ﬂe4—4C 10—d ,

where U(n) and V(n) are computed as follows:

Define
nk k
Akz(ﬁ}(Hk—lnk), UkzjzaAJ,
nk 2 k
Bk:(ﬁj : vk:jZ‘BBj,
where Hy is the k-th harmonic number (1 + 1/2 + ... + 1/k). Then A; = — In n,

Bo=1 Uy=A Vo=1andfork=1, 2, ..., we receive
2
n
) (Aklk+BkJ
B,=B,_,—, =~ 7
k k-1 kz Ak k
u=U_+A, V. =V,_;+B,.

n

2.2. Elementary functions

Numerous sources exist for computing elementary functions. The paper of
B r e nt [8] should be especially noted. The realization of the elementary
transcendental functions will not be considered in details. It should be just noted
that for calculating logarithm with base 2, an algorithm is used, giving sequentially
the digits, in an iterative and not recursive variant, which is appropriate for arbitrary
precision calculations.
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2.3. Gamma function [13]

An approximation method described on [9] is used, after respective scaling of the
argument.

For an argument in the interval [1, 2) the gamma function is calculated in the
following way [13]:

a-1
x!=T(x+1)=(x+ a)”% e‘(x*a)ﬂ{co +>
k=1

—~ X

Cx

+é&(x)|.
+k ( )}

Here a is a positive precision controlling parameter (see below) and the
coefficients c, are determined as follows:

Co =1,

k+1
CU™ (Ckrafre*, k=12,..a-1

= J2m (k=1)

1
\2r
1 1
The relative error for x >0 and a>2is s<a 2(27[)’[“5], so after leaving
out the first multiplier, that raises the estimation, we get
loge

a=- ~—1.84loge.
log27z

If we want precision of n meaning digits, then £ =10"" and hence
1
a=
log 2~

For negative arguments I'(x) = z/[sin( 7z *x)* I'(1 — x)] is used.
For positive arguments:
If x <1, then T'(x) = T'(x+1)/x is used. If x > 2, thenx =y + n, where y €[1, 2)

andT'(X)=(y+n-=1) ... (y+LyTI(y.

n=1.26n.

2.4. Incomplete gamma functions, probability integrals
Standard series and asymptotic decompositions are used.

X
7(s, x):jts‘le‘tdt,
0

r(s, x)= [t e dt,

(s, X)+(s,x)=T(s).
For small x the presentation (s, x)=x°s"1F(s; s +1— X) is used, and for
big ones — the asymptotic presentation

I(s, x):xs‘le‘x[lJr s-1, (s—l)(zs—2)+mj.

X

7(0, x) is not definite, but for s —» 0 T'(s, x) has a limit
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(0, x)= Iim{l‘(s)—l—(y(s, x)—%ﬂ:—y— Inx — i(—l)”%r:!).

s—0 S no1

For the time moment, the asymptotic presentation of the first argument is not
included.

erf(x) _ 2

erfe(x)=—=—=

erf (x)+ erfc(x)=1
The following presentation is used

2 0 (_1)n X2n +1
fX)=—= ) ~———+,
erf (x) - > -
and for a big argument value

erfc(x)~

2.5. Fresnel’s integrals

Standard series and asymptotic decompositions are used.
For calculating Fresnel’s integrals

C(X)=J.COS(17[t2jdt, S(x)= J.sin(lﬁtzjdt
0 2 0 2
with not large argument presentations with series are used:

© n _2n
C(x):cos(%zxz)Z—(_l) AL

~1.3...(4n+1)

© n _2n+l
+sin(£ﬂx2]2(_l)—”x4”*3
2 ~1.3..(4n+3)
) n _2n+l
S(x)=-cos l7rx2jzix‘”“3 +

~13...(4n+3)

7~ N\
N

0 n_2n
+sin[17zx2 ZLXMH
2 ~1.3...(4n+1)

For big argument values, asymptotic series are used.

C(x)= % + f (x)sin(%yzxzj - g(X)COS(%ﬂ'ij :
S(x)= % ~ f (x)cos[%;rxz) - g(x)sin(%ﬂxzj :

—
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where

(ﬁx o

1 i n1.3...(4n+1)
n=

o'}

2.6. Bessel functions of first and second kind, modified Bessel functions, Airy
functions [14]

Standard series and asymptotic decompositions are used.
The following presentation is used for not large values of the argument:

LY
J,(x)= E(i gl)oFl(;erl;%xzj

For big values of the argument asymptotic presentation is used

J,(x)~ (i); {coswg( yj pad S\ aZk —sine» (-1) a2k2+k1+1 )}

where:
a, (v) =1,

2 () (av? 12 )av2 -32) (a? —(2k-1P)

k1gk Lo

(2v+1)
w=X- .
4

Bessel’s functions of second kind with a non integer index are expressed
through those of first kind by

Y.(x)= J, (x)cos_(vrr) -J.,(x) _
sin(vr)
The presentation for an integer index is

) g

Y. (x) ) (n- K 1 @ j +£|n[5]3n(x)_
1) 1,)

(2 ) g[y/ (k+1 +w(n+k+1)]%,

where v is the Iogarlthmlc derivative of the gamma function. For positive integer
values
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p(l)=-y,

() n—ll
nNj=—y+» —, k>2.
W y kZ:;k

Here y is Euler’s constant.
The asymptotic presentation is

0= 2] | snlo) 5 S5 oo 3 2.

X = X

the denotations being the same as above.
For modified Bessel’s | functions, for big and small argument respectively:

Iv(x)_@—x) F (;v +1;%x2j,

ORI
n an\ (V)
n 1

L0~ Sy &

with the previous denotations for the asymptotics.
For the modified Bessel’s K functions, for a non-integer index

KV(X):EIZ' I—v(_x)_ IV(X)
2" sin(vr)
and for an integer index

i -4 B

< 2

2t 3

+ (_1){5]” i[‘//(k +D)+yp(n+k +1)]@-
2) = ki(n+k)’

and the asymptotic presentation is
K] . . L
K,(x)~,| e Z# with the previous designations.
2X = x
Asymptotic presentation for big index values is not included for the moment.

For Airy’s functions we use expressing through Bessel’s functions:
Forx=0
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A= BO)=—":
3 2 51 2
3 r(sj 3 r(sj
forx>0
1 [x 2 2 X 2 2 3 )
Al( )Z; EK;{EX y BI(X)Z glil;(gx J'l’l_é{gx }:|,
forx<0
VX 2 3 2 2 X 2 3 2.3
A,(—x)_3[\];(3x ]+J_1 5x ]],B,(—x)_ 3[\]_;[3x ]_Ji{SX j]

2.7. Riemann’s Zeta Function [15-17]

Algorithm 3 of Borwein’s publication[10] is used.
Riemann’s ¢ -function is an analytic continuation

£(s)= in—ls ,Re(s) >1= (1_121_5)i . 1Zn+l , Re(s)>0.

n=1 n=1 n

The algorithm mentioned in [10] may be outlined as follows:

Let’s define
1T L
e =(— — 2",
) ; k!(n—k)
where the empty sum is considered zero. Then

-1 2n-1 @

¢(s)= > ‘)s +7,(9),

2"1-2"0) = (j+1

1 (1+ IRrZ:]e 2
|7n(slg8_n ‘1_21—5 !

where for Re(s) > 0

and for Re(s) in [-(n-1), 0)
4\Res\
8"l 2*|r(s)

The residual member evaluation is easier to use in the case of a real argument.

7als) <

2.8. Full elliptic integrals of first and second kind [18]

Arithmetic and geometric mean
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NN

do 3
Kk)= | —— = |+J1-k?sin?@dé.
) '[\/1 k2sin? J‘

Let a,and g, be positive numbers. We deflne

a. + I
an+1:nTgn' gn+1: a‘ngn' n:0’1’2""

Series {a,} and {g,} have a common limit AGM(a,,g,) (arithmetic-

geometric mean). If we define ¢, =+/a,” - g,°,

we have

= 2AGM(1 W) [ i }

The asymptotic behavior near the particular point k = 1 is not yet realized.

2.9. Bernoulli numbers

A method proposed by M¢c G ow n[11]
The algorithm described in [1] may be reduced essentially to the following.
Supposing that m > 2 is even consecutively compute:

2m!
Step 1. K= \
P ey
Step 2. d=J]p.
p-1|m
Step 3. N {(Kd W/ —1)1,
Step 4. z=[]@-p)"
p<N
Step 5. a=(-1)"2*dKz],
a
Step 6. B,=—.
ep m=g

The product in Step 2 is for all prime numbers p, for which p — 1 is divisible
by m. In Step 4, respectively, the product is for the prime numbers less than or equal
to N. The value of K should be computed precisely enough at the first step so that
the calculation in Step 5 rendered the result wanted. For a value of N any integer
greater than or equal to the one defined at Step 3 may be taken.

Let’s comment in brief why this works. This algorithm uses the following
results.

Firstly,

@ c)=TJa-r"
p
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Secondly, for each integer m>1

-1 m+1 2 2m
@ 24(2m)=%8m,
hence we receive for each even integer m> 4,
2m!
By| = W?(m)-

Besides these two results proven by Euler the von Staudt and Clausen theorem
is known (rediscovered by Ramanujan, see respective topics in [20] and [22], the

prime source [12] from 1840 is hard to access), which describes the B, devisor,

presented as division of mutually simple integers through the devisors of m. This is
the product at Step 2 of the algorithm. In Step 1 of the algorithm K is defined so that

|Bm|=K§(m). Using (1) we can approximate ¢(m) from below to arbitrary

precision. If a number z is calculated for which 0<¢(m)-z<(Kd)™, then
0<[B,|-zK <d™ and therefore 0<|a|—zKd <1. [a| denotes the numerator of

|B,,|. It follows from this that |a|=[zKd ] and hencea = (~1)"**[zKd]. The real

calculation of z remains, which is reduced to: with given s>1 and ¢ >0 find a
real integer N for which at Step 4 of the algorithm it is guaranteed that
0<¢(s)-z<e. We already have 0<¢(s)—z, as z is approximation from
below. In could be besides checked (prime numbers are in the product) that

D o< H(l— p~ )_l , consequently

n<N p<N
1
s)—z< Y'n
nzN+l (S 1)Ns !
(s 1 1 . )
If we choose N >&YC™  then <&, which results in

(S 1)NS l NS 1
£(s)—z<e. For our purposes we have s = m and &=(Kd)™. It is therefore
enough to select N > (Kd /™.

2.10. Integral sine and cosine

Standard series and asymptotic decompositions are used.
sint st
j Sty j&dt

Presentation by series
e (_1)nx2n+l 0 1 n 2n
Siix)=> ———~———~,C | —
) ;(Zn 1120 +1) (X)=7+In(x +nzl
The asymptotic presentation for big values of x is
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Si(x)zg— f(x)cosx — g(x)sinx, C;(x)= f(x)sinx — g(x)cos x,

1 21 41 6l 1 3 51 71
fX)~=|1l-——+—F—-——5+|, 9 X))~ |l-——+—F——+- |.
() x[ x> x* X8 j 9(x) xz( x> xt X8 j

where

3. Testing and calculator

The testing process, as it is well known, is the most time and labor-consuming
operation for a computer program. This of course is valid to even greater degree
when calculating special functions. It includes several stages and is not still
completed. The main checks are for previously known values of a given function
with exactly defined argument/s. An even better test is the possibility of comparing
a given result when it could be expressed by different functions, thus using different
methods. For checking with big arguments values where asymptotic presentations
are used, this is crucial. Adding more functions assists this type of tests. There are
in the net a lot of on line calculators for different types of special functions which
are convenient for initial adjustment. But most of them are of limited precision. A
natural opportunity is the parallel using of another program, using e.g. mpmath in
Python. It is anyway convenient to have an interactive program for testing. For this
purpose a prototype of a calculator is realized. It allows dynamic change of the
precision used. The display field adds automatically a vertical slider for scrolling, if
needed, when required by the current computing precision. The format of the
numbers displayed is automatically changed depending whether the result needs
exponential format. Appropriate rounding is carried out. Indication is available for a
pending argument for functions with more than one argument. Digits, decimal point
and arithmetic operations may be also entered from the keyboard. There is not yet
overflow check. The problem is specific for the MPIR library also where the
floating point numbers exponent is fixed. For 32-bit systems from 68 719 476 768
to 68 719 476 736, depending on the machine word but not equal to it. For a 64-bit
system, for which the present special functions library is being developed this range
is larger and this brought to underestimation of the problem initially. This overflow
check will be probably executed at the level of functions. Some change will be
probably necessary at that level of the special functions reaction with regard to non
valid argument. In this realization when the argument is non valid they issue a
message and return the input and do not cause an exception just for convenience at
testing in interactive environment. The adequate approach for the function behavior
in an independent environment is to be considered. There the responsibility of
entering an admissible argument does not lie on the calling program. The alteration
of the current model will require additional efforts for the program-user and namely
processing of specific exceptions. The calculator for the moment is in a form that
allows easy adding of new functions. The project presumes the ‘calculator' to be
transformed in a source of references for the used special functions and graphical
representations.
An example follows with a calculator with 200 digits precision:

(o)
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Consecutive entering: 4, 1/x, F(x), x*, MS, r, \/— 1x, 1,4,= * MR, =,
yields the right hand side of the equation (Fig. 1).

'SF Special Functions =1L=
Functions  Help
1.85407467730137191843385034719526004621759882352176690558592804505602177683811
997835727186165037189727777187103745980237249125974465527391753386971436798580
9471637411313296651990823927642033466719467
[ Mea |[ _=sim |[ sian [ 1» [ Tege |[ Me |[ wm& J[ ms [ w J[ u- |
CEme J(Cees J[eemm J[Zeam J = J = JL®o ] e JL = JL v )
| iz (st b | (koo (wbikcs| (e (—— —— —— ——
(| (oo (amoi ohas| (mczn (i (—— —— —— — -]
[— e — T = — ——— —— ———] ]’ _ l
[eEren ) [mean ) [(mmemn ][ 2= ][ %= ]| s )| | ——

200 [ ac J[ m2c |[ m2r |[ mazs |[ m2ep |[ MZeM |
[t [ v@= |[Tx |[ By |[ Exfx) |[Exfe |[ cta [ s |[ cita |[ sita |
Agm (e, v)
(o )o@ [ viw | [(Evw ][ ][ 5w ]

Fig. 1

It may be stored by MS and after entering 2, \/_ 1/x, K(x), the left one is
received. No illustration is given since the result is the same.

Additional facilities are added for easy testing when the equivalent expression
is more complicated: storing in a second register (M2S) and M« D, and

M2 <> D, which changes the places of the last received and last stored in the
respective auxiliary register results.

The project ambitions as a source of references are shown in Fig. 2.

VSF Special Functions =112
Functions | Help

orelee memetteint 1385034719526004621759882352176690558592804505602177683811
TS  THE T65 05 TT897277771 87103 7459802372491 25074465527391 75338697 1436 798550
9471637411313296651990823927642033466719467
[mes [ sin [ simn [ dn [ s | me [ m [ ws [ w ][ & ]
T o= JLem |Cmse JL = I = )= JL e I = JC 7 )
C= )= e e JL % )7 I8 JC 5 I 7 ] 5 )
(o J(asin J[asim Lo | = JL & ) 5 JL 6 J[ = ][ x|
e ) ) ettt e e il e e
o [ e - [ ] 5 ) o ——
200 = [ ac ][ M2C ][ M2ZR ][ M28 ][ M2&D ][ M26M ]
[z [ vlax ][ Zta.x) |[ By |[ Exfx) |[Exfelx) |[ cx) |[ s J[ citx ][ sita |
Covin ) oo | [(Estn ) [mvin ] [(aie ] [sia ]
— —

Fig. 2
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After choosing the reference the results shown in Fig. 3 are obtained.

- -
s PO Bradrmnnsd
Tl e o teeteereee cu oM p(ElmEmmE. s e n.voa-]
1 e
s [ |
T ] o e e
in[ 3} - -z
i 0.577215664901532 86060 ..., | S ETRR———
2(M) Horrasepen canmas F i “=_
o A T I
s2q (a) =1, (a), =alas1fa+2)efasn-1), | 8
(@, =Fo+n) o 2 7598823521 766905585928045056021 77683811 |
s Th) - §37249125974465527391 753386971436 798580

467
3 rpaguin = - u

i) Prasus spoeminns - s

Fig. 3

4. Conclusion

The main problem in the realization of a similar project is in its range — a highly
labor-consuming job. As mentioned in the introduction the purposes are in essence
carried out to a great degree in other specialized products or packages in other
programming languages environment. Leaving away the issue that the greater part
of them are paid commercial products, and those which are not require more
programming by the user, e.g. for the graphical interface, we reckon that the
possibility of arbitrary precision computations combined with the other exclusively
rich features of .NET Framework is worth the efforts. The completed environment
for arbitrary precision computations, including also methods of the numerical
calculus, provides the base for an easy graphical interface which is the next logical
step of the project. Probably new types will appear in the future in .NET
Framework as continuation of Biglnteger but this does not seem happen soon. A
calculator of arbitrary precision can by found in web with a limited set of functions,
which is based on Biginteger only. This approach is not a good perspective for the
present project. The type Biginteger is not designed for this purpose and real
numbers calculations based on it is not efficient enough. A more straightforward
approach is writing an own class representing floating point numbers with arbitrary
precision. But this moves the aims a step aback without mentioning the technical
difficulties - writing in C style with mandatory modifiers ‘unsafe’ that returns to the
beginning. So the main problem remains - time and labor consumption. So for the
full realization of the project besides adherence to the theme and some financial
support confidence in its utility and value is necessary.
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