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IMPROVED RESIDUAL BOUND OF THE MATRIX EQUATION

X +AH
2 X−1A2 = A1

Ivan P. Popchev, Vera A. Angelova
Institute of Information and Communication Technologies - BAS,

Akad. G. Bonchev Str., Bl. 2, Sofia 1113, Bulgaria
ipochev@iit.bas.bg, vangelova@iit.bas.bg

Keywords: Perturbation analysis, Residual bound, Non-linear matrix equation

Abstract: Consider the nonlinear matrix equation X +AH
2 X−1A2 = A1, with n× n complex matrices A1 and A2. The

matrix A1 is Hermitian positive definite. AH
2 denotes the conjugate transpose of A2. Improved residual bound

for the error in the computed solution X is proposed. The bound is simple and of practical use to assess
the accuracy of the approximate solution obtained by an iterative algorithm. The effectiveness of the bound
proposed is compared to other known in the literature bound.

1 INTRODUCTION

We consider the nonlinear complex matrix equation

X +AH
2 X−1A2 = A1, (1)

where A1 is a Hermitian positive definite n× n com-
plex matrix, A2 is a complex matrix of order n and
AH

2 is its complex conjugate transpose and X is the
Hermitian positive definite solution of equation (1).
Equation (1) finds wide applications in various ar-
eas as control theory, dynamic programming, statis-
tics, ladder network, stochastic filtering. This deter-
mines the interest of many authors to equation (1).
Necessary and sufficient conditions, as well as itera-
tive methods to obtain its the Hermitian positive def-
inite solution X are considered in (Engwerda et al.,
1993; Meini, 2001). Perturbation analysis of the solu-
tion is made in (Xu, 2001; Konstantinov et al., 2002;
Sun and Xu, 2003; Hasanov, 2010). Comparison of
some perturbation bounds of the solution of equation
(1) is made in (Popchev and Angelova, 2010). Com-
plete perturbation analysis of the more general case
A0+∑

k
i=1 σiAH

i X piAi = 0, σi =±1, pi ∈R can be find
in (Konstantinov et al., 2011; Popchev et al., 2014).

Assume that the necessary and sufficient condi-
tions (Engwerda et al., 1993; Ferrante and Levy,
1996) for the existence of a positive definite solution
of equation (1) are fulfilled. In this paper we derive
a simple, effective and easy computable norm-wise
non-local residual bound for the computed by an it-
erative algorithm approximate solution to (1). The

residual bound can be used to assess the accuracy of
the approximate solution in an iterative procedure.

Throughout the paper, Cn×n is the set of n× n
complex matrices; R is the set of real numbers; A>

is the transpose of A; A⊗B = (ai jB) is the Kronecker
product of A and B; vec(A) = [a>1 ,a

>
2 , . . . ,a

>
n ]
> is the

vector representation of the matrix A, where A = [ai j]
and a1,a2, . . . ,an ∈Cn are the columns of A; ‖·‖2 and
‖·‖F are the spectral and the Frobenius matrix norms,
respectively, ‖ · ‖ is a unitary invariant norm such as
the spectral norm ‖ · ‖2 or the Frobenius norm ‖ · ‖F.
The notation ’:=’ stands for ’equal by definition’.

The paper is organized as follows. The problem
is stated in Section 2. In Section 3 a computable
residual bound expressed in terms of the computed
approximate solution to equation (1) is obtained us-
ing the techniques of Lyapunov majorants and fixed
point principles. In Section 4 the effectiveness of the
bound proposed is compared to the bound from (Xu,
2001) on the base of the numerical Example 4.3 from
(Xu, 2001).

2 STATEMENT OF THE
PROBLEM

Let X̂ = X + δX be the approximate Hermitian posi-
tive definite solution X of (1) obtained by some itera-
tive algorithm, and let

R(X̂) := X̂ +AH
2 X̂−1A2−A1 (2)
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be the residual of (1) with respect to X̂ . The term
δX , ‖δX‖F ≤ ε‖X‖2, reflects the presence of round-
off errors and errors of approximation in the solution
X̂ computed in environment with machine precision
ε.

We apply the matrix inversion lemma on (2)

(X +δX)−1 = X−1−X−1
δXX̂−1

= X−1− (X̂−δX)−1
δXX̂−1,

and we obtain an expression for the error δX in the
calculated approximate solution X̂

δX = R(X̂)+AH
2 (X̂−δX)−1

δXX̂−1A2. (3)

Estimating norm-wisely the error δX , we will obtain
norm-wise non-local residual bound for the approxi-
mate solution X̂ to equation (1).

3 RESIDUAL BOUND

Written in a vector form equation (3) remains

vec(δX) = vec(R(X̂)) (4)

+ (A>2 X̂−1⊗AH
2 )vec((X̂−δX)−1

δX).

Taking the spectral norm of both sides of (4), we ob-
tain

‖δX‖F ≤ ‖R(X̂)‖F (5)

+ ‖A>2 X̂−1⊗AH
2 ‖2‖(X̂−δX)−1‖2‖δX‖F.

Suppose that ‖δX‖F ≤ 1
‖X̂−1‖2

, which is obvious, be-

cause of the nature of δX . For ‖(X̂ − δX)−1‖2 it fol-
lows that

‖(X̂−δX)−1‖2 ≤
‖X̂−1‖2

1−‖X̂−1‖2‖δX‖F
(6)

Replacing (6) in (5) we obtain

‖δX‖F ≤ ‖R(X̂)‖F (7)

+
‖A>2 X̂−1⊗AH

2 ‖2‖X̂−1‖2

1−‖X̂−1‖2‖δX‖F
‖δX‖F.

Denote by a := ‖A>2 X̂−1 ⊗ AH
2 ‖2‖X̂−1‖2, χ :=

‖X̂−1‖2, r := ‖R(X̂)‖F. For equation (7) we obtain

‖δX‖F ≤ r+
a

1−χ‖δX‖F
‖δX‖F

≤ χ‖δX‖2
F− (rχ−a)‖δX‖F + r

≤ χ‖δX‖2
F + k‖δX‖F + r, (8)

with k := a− rχ.
Let W,V,S ∈ Cn×n be given arbitrary, and define

the linear operator Φ : Cn×n→ Cn×n by

Φ(H) = S+W H(V −H)−1HV−1W.

Written in operator form equation (3) becomes

δX = Φ(δX). (9)

For ρ > 0 denote by B(ρ) ⊂ Cn×n the set of all ma-
trices M ∈ Cn×n satisfying ‖M‖F ≤ ρ. For H ∈ B(ρ),
having in mind (8), we have

‖Φ(H)‖F ≤ r+ kρ+χρ
2.

The function h(ρ) = r+ kρ+χρ2 is a Lyapunov ma-
jorant for equation (8) and the majorant equation for
determining a non-local bound ρ for ‖δX‖F is

χρ
2− (1− k)ρ+ r = 0. (10)

Suppose that r ∈Ω, where

Ω =

{
0;

(1−
√

a)2

χ
∪ (1+

√
a)2

χ
;+∞

}
. (11)

Then equation (10) has nonnegative roots ρ1 ≤ ρ2
with

ρ1 = φ(r), (12)

φ :=
2r

1−a+ rχ+
√

(1+a− rχ)2−4a
.

The operator Φ maps the closed central ball

Bψ =
{

vec(δX) ∈ Cn2
: ‖vec(δX)‖F ≤ φ(r)

}
of radius φ(r) into itself, where φ(r) is continuous and
φ(0) = 0. Then, according to the Schauder fixed point
principle, there exists a solution δX ∈ Bφ(r) of equa-
tion (9). In what follows, we deduced the following
statement.

Theorem 1. Consider equation (1) for which the
solution X is approximated by X̂ , obtained by some
iterative algorithm with residual R(X̂) (2).

Let r := ‖R(X̂)‖F, a := ‖A>2 X̂−1 ⊗ AH
2 ‖2‖X̂−1‖2

and χ := ‖X̂−1‖2.
For r ∈ Ω, given in (11) the following bounds are

valid:
• non-local residual bound

‖δX‖F ≤ φ(r), (13)

φ(r) :=
2r

1−a+ rχ+
√

(1+a− rχ)2−4a
;

• relative error bound in terms of the unperturbed
solution X

‖δX‖F

‖X‖2
≤ φ(r)
‖X‖2

. (14)

• relative error bound in terms of the computed ap-
proximate solution X̂

‖δX‖F

‖X‖2
≤ φ(r)/‖X̂‖2

1−φ(r)/‖X̂‖2
. (15)
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4 NUMERICAL EXAMPLE

We consider Example 4.3. from (Xu, 2001) in order to
compare the accuracy of est (15), proposed in Section
3 to this of the residual bound proposed in (Xu, 2001).

Consider equation X +AH
2 X−1A2 = A1 with coef-

ficient matrices

A2 =
1

10


-1 0 0 0 1
-1 1 0 0 1
-1 -1 1 0 1
-1 -1 -1 1 1
-1 -1 -1 -1 1

 ,

A1 = X +AH
2 X−1A2

and solution X = diag(1, 2, 3, 2, 1). The approxi-
mate solution X̂ of X is chosen as

X̂ = X +10−2 jX0; X0 =
1

‖C>+C‖
(C>+C),

where C is a random matrix, generated by MatLab
function rand. The error bound (15) for X̂ , defined in
Theorem 1 is compared to the proposed in (Xu, 2001)
error bound

‖δX‖
‖X‖

≤ 1
1
2 −‖A2‖‖A−1

1 ‖
‖R(X̂)‖
‖A1‖

.

The results for j = 1,2,3,4,5 are listed in Table 1.

Table 1: Numerical results.

j ‖δX‖F
‖X‖2 est (Xu, 2001) est (15)

1 3.33e-003 1.73e-002 1.39e-002
2 3.33e-005 1.73e-004 1.36e-004
3 3.33e-007 1.73e-006 1.36e-006
4 3.33e-009 1.73e-008 1.36e-008
5 3.33e-011 1.73e-010 1.36e-010

The results illustrate the sharpness of the bound
(15) proposed in Theorem 1.
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Keywords: Economic clusters, Synergy, Synergy effects 

Abstract: The following work presents a study of some theoretical approaches and solutions to the assessment of 
synergy and synergy effects in regard to the application of identification and management of synergy in 
economic clusters. Presented are five different approaches to problem formulation and sources of synergy 
effects. They solve specific problems and use indicators such as economic growth, cash flow, efficiency, 
entropy level, and evaluation of sustainable development. Approaches are analysed according to the general 
formulation, types of synergy effects evaluation, necessary data, and results interpretation. The analysis 
shows that the problems of synergy and its effects assessment have a partial solution and need 
systematization, extension, and additions to the conceptual and methodological direction, so that they can be 
applicable to economic clusters. 

1 INTRODUCTION  
Viewing an economic cluster as a system allows 

for the assumption that the interaction between its 
participants leads to the manifestation of synergy. 
This statement is intuitively supported by the various 
definitions of the concept of economic clusters, 
which generally define it as a group or voluntary 
union of enterprises. The most popular definition, 
suggested by M. Porter, is that a cluster is a geo-
graphic group of companies, affiliated in a particular 
field and united by similarities and mutual complem-
entation (Porter, 1998). Over years of researching 
this economic phenomenon the definition has been 
added to, expanded and clarified, always towards the 
affirmation of the positive effects of mutual and 
equal cooperation while preserving and developing 
the competitive positions of the enterprises involved. 
Synergy (Greek – collaboration) is a combined 
action of several components, where the overall 
effect is greater than the effect of each individual 
component. (Ansoff, 1988) defines synergy as a 
measure of collaborative effects, when the income 
from the joint utilization of resources exceeds the 
sum of incomes from utilizing the same resources 
separately. This is a “2 + 2 = 5” effect (Bradley, M., 
A. Desai, E. Kim, 1983). (Copland, T., Koller, T., 

Murrin, J., 2002) names synergy as one of the most 
important factors influencing the business state of 
the individual economic entities which are united in 
clusters. 

Synergy can manifest in any group of enter-
prises. It is a potential, which can be realised under 
proper management and allocation of resources in 
the group (Kaplan R., D. Norton, 2006). Its 
expressions are diverse and are known as “synergy 
effects”. However these effects cannot manifest 
themselves, no matter how potentially big they are. 
They have to be planned and derived.  

Regardless of the widespread use of the concepts 
of synergy and synergy effects, the methods for their 
quantitative and qualitative evaluation as well as 
those for their integration in decision-making 
systems, have not been sufficiently systematised. A 
large number of proposed models apply only to 
isolated cases, for instance: evaluating the synergy 
in the merger or takeover of companies; choosing 
for merger and takeover; diversification of business 
activities; evaluating the synergy due to increasing 
the efficiency of business activities; evaluating the 
synergy of integrating corporate structures or econo-
mic systems; or as an indirect condition of positive 
synergy between economic agents in the evaluation 
of the investment preference of cluster structures.  
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Analysis of different research sources leads to 
the conclusion that topics such as the identification 
of clusters (Velev, 2007), (Radeva, I., T. Naneva, 
2007), the evaluation of cluster effect on the 
economy and predicting the efficiency of their 
functioning (Bergman, E.M. and Feser, E.J., 1999) 
have been studied thoroughly enough. There remain, 
however, the problems of argumentation of the 
mechanisms of the relationships between enterprises 
in the cluster, as well as the choice of participants to 
be included in clusters (Radeva I. , 2013), (Vom 
Hofe R., K. Chen., 2006). There is practically no 
scientific applied research, which can utilise a 
systematic approach in evaluating the functional 
efficiency of clusters. 

The goal of the following work is researching 
some theoretical approaches and solutions to the 
evaluation of synergy, synergy effects and their 
utilization, which can be applied to manifest and 
manage synergy in economic clusters. To that end 
five approaches are presented, which evaluate or 
make use of synergy effects. They differ 
significantly in formulating issues and the sources of 
synergy effects they address, but they could find 
their interpretation in the context of managing 
cluster activities. The approaches are analysed 
according to their general formulation, the synergy 
effect type they assess or utilize, the data required 
and the extent of result interpretation. 

2 SYNERGY EVALUATION 
APPROACHES 

2.1 Synergetic Modelling of Economic 
Growth in Accounting the Merger  
and Takeover of Companies 

The approach assumes that as a result of merger 
or takeover, there is a complete or partial transition 
of funds from one company to another. It is 
applicable to enterprises or groups of enterprises, 
clusters, holdings etc. (Serkov, 2009). The approach 
is built on the following assumptions: 
• two groups of enterprises: enterprise-centres 

which can annex and enterprise-peripheries, 
which can be annexed; 

• when enterprise-centres are not present, the 
speed of capital accumulation in enterprise-
peripheries is described through a logistic 
function; 

• the enterprise-centres can exist in one of two 
states: a state of development (growth) or a 

state of accumulation (when they are 
annexing); 

• the capital accumulation of enterprise-centres 
occurs according to the single-sector model of 
Solow with the accounting of synergy effects 
stemming from the use of labour resources. 

 
The starting system of equations is as follows: 
ᇱݔ  = ܣ + .ߣ .ݔ ቀଵି௫ே ቁ − .ߠ .ݔ ᇱݕ (1)               ;ݕ = .ߠ− .ݔ ݕ + ௦ఛೃ × ி(௄,௭.௅)௅ − .ߤ ᇱ݇ (2)       ;ݕ = .ݏ ݂(݇, (ݖ − ߜ) + ݊). ݇,                  (3) 
 

where ݕ ,ݔ and ݇ are endogenous specific indicators 
of capital accumulation of the corresponding 
enterprises: ݔ = ௑௅భ , ݕ = ௒௅మ , ݇ = ௄௅; ܺ, ܻ,  are the ܭ
absolute values of the capital of corresponding 
enterprises; ܮଵ, ,ଶܮ ܮ = ଵܮ  ଶ is the number ofܮ	+
employees in these enterprises; ܮ = (n	଴expܮ + 1), ݊ is the annual growth rate of the number of 
employees. 

The derivatives ݔᇱ, ,ᇱݕ ݇ᇱ characterise the 
accumulation of capital respectively by ݔ 
(enterprise-peripheries, which are annexed first), ݕ 
(enterprise-centres) and ݇ (enterprises formed by the 
annexing of the former by the latter). The k 
enterprises can be interpreted as a cluster because 
they are formed as a result of the inclusion of the x 
enterprises to the y enterprises. 

The first equation describes the evolution of the 
object under the conditions of limited resources and 
competition, which limits growth. The ܣ parameter 
is the constant speed of fund accumulation in 
enterprise-peripheries, related to the market entrance 
of new enterprises, ߣ is the absolute speed of the rate 
of capital gain of these enterprises, ܰ is the stock 
market potential. The last article ߠ. .ݔ  describes the ݕ
process of uniting both types of enterprises; ߠ is the 
speed limit of enterprise union. 

In the second equation ݏ is the rate of capital 
accumulation in the merged enterprises (0 < ݏ < 1), ߬ோ is the life-cycle of these enterprises between two 
consecutive mergers, ܭ)ܨ, .ݖ (ܮ = .ݖ)ఈܭ  ଵିఈ is a(ܮ
production function of the common company which 
describes the production volume in terms of value. 
According to the authors’ comment, the synergy 
effect of merger or takeover consists of the rational 
utilization of labour resources and human capital.  

The parameter ݖ is a synergetic parameter of 
utilizing labour resources: ி(௄,௭.௅)௅ = 	݂(݇, (ݖ = ݇ఈ.  ,ଵିఈݖ
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where α is a regression parameter (0 < ߙ < 1), ݇ = ௄௅   and ݖ > 1 when there is a positive synergetic 
effect from the inclusion of companies and 0 < ݖ <1 when there is a negative synergetic effect.  

The last part ߤ.  describes a reduction of capital ݕ
in enterprise-centres related to the lack of resources 
and competition; ߤ is the absolute speed of this 
process. 

The third equation describes the accumulation of 
capital in the joint enterprises (complexes) in 
accordance to Solow’s single-sector model. It uses 
the exogenous indicators:  ݏ - rate of accumulating 
capital, ߜ – share of the reduction of capital, (0 < ߜ < 1) and ݊ - annual growth rate of the 
number of employees (−1 < ݊ < 1). 

The model described in the approach uses 
parameters such as capital, number of employees, 
and their corresponding rate of growth under the 
conditions of the production function of Cobb-
Douglas. The evaluated synergy effect can be 
partially related to the operational effect, including 
the rational utilisation of labour resources and 
human capital in accordance to the Ansoff 
classification (Ansoff, 1988). The positive or 
negative manifestation is accounted. Limitations of 
utilization that can be highlighted are the difficult 
gathering and processing of the required data, as 
well as the need for adaptation to using for clusters 
due to the voluntary and equitable organisation of 
the relationships between the enterprises involved. 
An advantage is the complex approach, the formal 
mathematical description and the specific synergetic 
effect it evaluates. 

2.2 Assessment of Synergy Effects 
Based on the Discounted Cash 
Flows Method 

The model described by (Khasanova G.F., I.V. 
Burenina, 2011) is following: 

 ∆ܸ = ௦ܸ௬௡௘௥௚௬ = ∑ ∆ி஼ிா೔೙೔సభ(ଵା௥௘)೔ ,              (4) 
 
where: 

௜ܧܨܥܨ∆ - = ∆ܵ − ܥ∆ − ∆ܶ − ܥܹܰ∆ ݔ݁݌ܽܥ∆− +  ;ݐܾ݁ܦ∆
- ∆ܵ (sales) – income growth; 
 ;cost savings – (costs) ܥ∆ -
- ∆ܶ (tax) – profiteer tax savings; 
 working – (net working capital) ܥܹܰ∆ -

capital investment savings; 

 investment – (capital expenditure) ݔ݁݌ܽܥ∆ -
savings; 

 ;clear debt alterations - ݐܾ݁ܦ∆ -
 ;share capital profitability - ݁ݎ -
- ݅ – reference period of time. 

 
The advantage of this model is its ease of use, 

due to the standards included in it, as well as easily 
interpreted parameters. In regards to a single 
enterprise this type of evaluation is easy to apply and 
interpret. In case of evaluating clusters preliminary 
data processing is necessary so as to eliminate 
duplication and to differentiate and affirm the causes 
and sources of the observed results. The authors do 
not state the type of evaluated synergetic effect but it 
can be referred to Development in the Ansoff 
classification. There remains, however, the question 
of what part of the thus evaluated discounted cash 
flows are a result of synergetic effects realised in the 
cluster, i.e. whether they stem from interaction or 
from other factors. 

2.3. Synergy Through Evaluation 
of the Activity’s Efficiency 

In this model (Ekimova, K., E. Fedina, 2010), the 
assessment of functional efficiency of a cluster is 
based on two elements: evaluating the efficiency of 
a single enterprise and evaluating the efficiency of 
the group of enterprises as a whole. The efficiency 
on the level of a single enterprise includes the share 
of synergetic effect granted to said enterprise: 

௜ܧ  = ௜ܹ + ௜ܵ,                             (5) 
 
where: 

 ;௜ is efficiency of ݅-th enterpriseܧ -
- ௜ܹ is efficiency of the activity of ݅-th 

enterprise; 
- ௜ܵ  is share of synergetic effect granted to ݅-th 

enterprise. 
 
The efficiency of the enterprise participating in 

the cluster is given as a ratio between the acquired 
result and the total expenditure it required. The value 
of efficiency in (5) should be maximised. It is 
defined as a ratio between the effect of creating a 
cluster and the total expenditure necessary for it. In 
this case it is reasonable to use the formula for 
evaluating investments as far as a cluster can be 
considered an investment project. The effect of an 
enterprise functioning in a cluster is represented as 
the difference between inflow and outflow over a 
given period of time. The expenditures necessary to 
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achieve the effect are considered as investments 
made in order to join the cluster. When accounting 
for inflation and discount rate the formula for 
calculating the efficiency of the cluster is following: 

௖ܧ  = ∑ ಺಴ಷ೔೟ሾ(భశ೏)(భశ೛)ሿ೟೅೔సబ ି∑ ೀ಴ಷ೔೟ሾ(భశ೏)(భశ೛)ሿ೟೅೔సబ∑ ಼೔೟ሾ(భశ೏)(భశ೛)ሿ೟೅೔సబ ,           (6) 

 
where: 

 ௖ is the efficiency of their activity of theܧ -
cluster; 

 ௜௧ is the inflow of ݅-th enterprise over aܨܥܫ -
given period of time ݐ; 

 ௜௧ is the outflow of ݅-th enterprise over aܨܥܱ -
given period of time ݐ; 

 ௜௧ is the investment of ݅-th enterprise over aܭ -
given period of time ݐ; 

- ݀ is the annual interest rate on bank deposits; 
 .is the annual inflation rate ݌ -

 
An advantage of the model is the ease of 

interpretation of the results and the accessibility of 
the data involved in the calculations. What is 
assessed, though, is efficiency, while assuming that 
the share of synergetic effect of a given enterprise is 
the difference between the overall efficiency and the 
efficiency of the activities of the enterprise. The 
overall efficiency of the cluster is more difficult to 
evaluate because remaining on the level of a single 
enterprise leads to accounting for the shares of 
mutual shared resources utilised by the enterprise as 
part of the cluster. This demands adaptations in the 
system of accounting of the enterprises and the 
management unit of the cluster. 

2.4 Entropy as an Assessment 
of the Synergetic Effect in 
the Activities of Economic Systems 

A systematic approach is utilised here, which 
evaluates the synergy in an economic system. The 
synergy is assessed through entropy. This approach 
can be adapted to clusters considering they are 
economic systems. Entropy is a quantitative measure 
of uncertainty in an economic system.  

In the approach, the economic system is 
described with two characteristics: with a function 
of its state and with a degree of its organization.  

The activity is a combination of functional and 
structural processes. The functional processes derive 
directly form the content of the cluster. The struc-
tural processes support and develop the cluster’s 

organisation and activity. The realisation of the 
processes defines the expenses, which are presented 
as functional and structural (practically equated to 
the transactional expenses). Structural expenses are 
not utilized directly in the manufacture of 
production. In order to describe the state of the 
system (Krasnov, G.A., V.V. Vinogradov, 
A.A.Krasnov, 2009) a function of state is defined: 

 ܳ = ܲ + ܨ +  (7)                          ,ܥ
 
where: 

- ܳ is the amount of resources obtained as a 
result of economic activity; 

- ܲ	is the amount of resources which provide 
profits for the economic system; 

 is the amount of resources spent on	ܨ -
functional expenses and 

 is the amount of resources spent on ܥ -
structural expenses. 

 
A cluster is an economic system formed as a 

result of the interaction of the elements incorporated 
in it. Following this analogy, a cluster’s function of 
state is expressed as a unification of structural and 
functional resources, as well as the resources 
providing the overall gain: 

 ܳ௖ = ௖ܲ + ௖ܨ +  ௖                       (8)ܥ
 
When there is no synergetic effect, assuming that 

the system is comprised of an ݊ number of 
enterprises which utilize technological processes 
sufficiently, (8) is presented thusly: 

 ܳ௖ = 	∑ ܳ௜௡௜ୀଵ = ∑ ௜ܲ + ∑ ௜ܨ + ∑ ௜௡௜ୀଵ௡௜ୀଵ௡௜ୀଵܥ , (9) 
 
A positive synergetic effect at the expense of 

superadditivity is accomplished when: 
 ௖ܲ > ( ଵܲ + ଶܲ + ⋯ .+ ௡ܲ), 
 
where: 

- ܲ is the amount of resources, which provide 
profits for the enterprises; 

- ݊ is the number of enterprises; 
- ௖ܲ is the total resources. 

 
Defining the structural expenses ܥ is not easy, 

due to the high degree of uncertainty of the changes 
in environment and the uncertainty of the changes in 
the economic interaction between the enterprises in 
the system.  
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As an economic system, a cluster can also be 
characterised by the degree of its organisation. 
(Alexandrov E.A., V.P. Bogolepov, 1968) utilised 
for for assessment the so-called “Shannon surplus” ܴ: ܴ = 1 − ܵ ܵ௠௔௫⁄ ,                   (10) 

 
where: 

- ܴ is surplus; 
- ܵ is the rate of entropy in the system; 
- ܵ௠௔௫ is the maximum rate of entropy in the 

system 
 
(Krasnov, G.A., V.V. Vinogradov, A.A.Krasnov, 

2009) suggests using statistical entropy, where ܵ௠௔௫ = 1, which transforms (10) into: 
 ܴ = 1 − ܵ,                           (11) 
 
The condition of positive synergetic effect when 

integrating a ݊ number of economic systems is 
related to the entropy of the integrated system as 
following: 

 ܵ < ܨ × (1 − ܵ௡) × ቂೂ೙షభ×ಷ೙×(భషೄ೙షభ)ೂ೙×ಷ೙షభ×(భషೄ೙) ିଵቃቂி೙ೂ೙షభೂ೙ ିଵቃ ,    (12) 

where: 
- ܵ is the entropy in the integrated system; 
ܨ - = ଵܨ + ଶܨ +⋯+  ௡ are the total functionalܨ

expenses of the unifying economic systems; 
 ௡ are the functional expenses of the ݊-thܨ -

economic system; 
- ܵ௡ is the entropy in the ݊-th economic system; 
- ܵ௡ିଵ is the rate of entropy resulting from the 

unification of ݊ − 1 economic systems; 
- ܳ௡ is the amount of resources accumulated as 

a result of the manufacturing activity of the ݊-
th economic system; 

- ܳ௡ିଵ is the total amount of resources 
accumulated as a result of the manufacturing 
activity of ݊ − 1 economic systems. 

 
According to (Prangishvili, 2003), the 

sustainable evolutionary development of a complex 
economic system requires the ratio between order 
and disorder in the system to satisfy the conditions 
of the golden section: 

 ܴ ܵ⁄ = ൫√5 − 1൯ 2.⁄     
 
where: 

- ܴ is a measure of order in the system and  

- ܵ is a measure of disorder (a measure of 
chaos). 

 
Therefore in order to have a sustainable 

evolutionary development ܵ > ܴ = 0.62 or the 
development of the system implies a relative growth 
of entropy. 

The presented approach is principally different 
than the ones showcased above. The limitation that 
can be highlighted is that the value of the final 
assessment is difficult to interpret in the context of 
standard economic indicators and cannot be directly 
linked with them. There are, however, multiple 
advantages: a simply formulated function of state, 
which includes both income and expense; an 
evaluation of the state of the whole system, 
including the process of expansion of said system. 
One of its greatest strengths is the formulation of a 
condition of positive synergetic effect which has two 
consequences: firstly it is an element which is easily 
included as a criterion in the process of decision 
making; secondly it assesses the ability to express a 
negative synergetic effect. In the Ansoff 
classification, the synergy of management is the one, 
which has potential to exhibit negative synergy.  

 

2.5. Utilizing a Condition of Positive 
Synergy in Cluster’s Design 

 (Radeva I. , 2013), (Radeva I. , 2012) develops a 
decision making system for cluster’s design. It 
combines a number of models of multi-criteria 
choice. In the process of formulating criteria it 
utilises the assumption that if enterprises included 
have similar rates of sustainable development this 
will create the conditions necessary for attaining 
positive synergy. In other words, if the cluster 
selects participants that are comparable in regard to 
pre-established indicators, which evaluate the level 
of technological advancement, productivity, 
efficiency, market share etc., they will be able to 
form mutually beneficial relationships in the 
conditions of equality inside the cluster structure. If 
the enterprises differ widely in the assessment of 
these criteria groups, there is a risk of relationships 
not developing under the conditions of equality and 
this may lead to acquisition or the taking over of 
functions by the stronger enterprises at the expense 
of the weaker enterprises.  

The system includes two model groups: models 
for selection participant enterprises for the cluster 
and models for a cluster structure selection. 
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The first group allows selection the enterprises 
according to the evaluation of their state of 
development (ESD) in two stages. ESD is a complex 
assessment, acquired through a system of indicators. 
The first stage is to make the choice following two 
ranking of enterprises according to their ESD, 
respectively according to nodes in a given 
technological network and in the whole network. 
The resulting ranking is compared while choosing a 
set of enterprises whose assessment value is above a 
specifically set threshold. The second stage is to 
assess the chosen set of enterprises according to the 
criteria of economic creativity and the growth 
through competitiveness, which are also complex 
evaluations under a given system of indicators. The 
assessment of both criteria forms a pair of values 
that allow the positioning of enterprises in a two-
dimensional space, called polygon of sustainable 
development. The enterprises analysed may or may 
not form a cluster on the polygon. The proximity in 
the cluster is considered a prerequisite for the 
manifestation of positive synergy. If such exists, the 
relevant enterprises transition to the next stage 
where versions of the potential cluster structure are 
designed. In case of insufficient data the process is 
returned to a previous stage for adjustment. 
Obtaining the arrangements and complex eval-
uations is done through utilizing the model 
PROMETHEE II (Brans, 1994), realised through 
DSS МКА – 2 (Vassilev, V., S. Konstantinova, 
2005). 

The second group of models facilitates the 
selection of the cluster by criteria of investment 
preference (IP) evaluation. With risk-free invest-
ments the IP assessment includes a developed 
Balanced Scorecard system (BSC). The evaluation is 
based on a consolidated budget, calculated accord-
ing to a cluster’s activity programme. The assess-
ment under risk conditions is done by additionally 
calculating NPV, IRR and the standard deviation of 
cash flows, based on developed pessimistic, realistic 
and optimistic scenarios of consolidated budgets. 
The procedure of decision-making is done vie the 
algorithms LINCOM and MAXIMIN (Popchev, 
2009). 

The last stage of decision-making is an assess-
ment of the state of enterprises through prognosis 
evaluation of the indicators of efficiency over a 
period of time after clusterisation. The selection of 
cluster structure is finalised if all participants exhibit 
improvement or at least the sustaining of the initial 
values of the indicators. In this case it is accepted 
that the wanted synergy resulting from the 
unification of enterprises has been attained. 

An advantage of this system is the provision of a 
thorough interactive approach towards the design 
and selection a cluster structure. The condition of 
positive synergy, expressed as a requirement of 
comparability and relation according to given 
criteria, is integrated into the process of choosing 
participants. The approach is applicable both in the 
design and optimisation of cluster structures. The 
required data is accessible and easily interpreted. 
The disadvantage that can be observed is not 
specifying and not formalising the sources of 
synergetic effects that makes their subsequent 
management difficult.  

4 CONCLUSIONS 

The presented approaches and solutions for 
assessing synergy have been developed for specific 
tasks and use different indicators – economic 
growth, cash flows, efficiency, and rate of entropy, 
sustainable development. The first method uses a 
strictly formalised description of the economic 
growth of enterprises, participating in the processes 
of merger and takeover and assesses the synergy of 
utilising labour resources. The second utilises 
discounted cash flows calculated based on savings or 
the growth of relevant components constituting the 
cash flow. The third one evaluates synergy effects 
through efficiency. The fourth one applies a 
systematic approach and assesses synergy through 
entropy, developing a condition of positive syner-
getic effect. The fifth one utilises a condition of 
positive synergy that can be fulfilled through the 
cluster design in a polygon of sustainable develop-
ment, with the goal of selecting comparable enter-
prises and preventing consequences such as takeover 
and the seizure of activities and markets.  

Conceptually, the last two methods come closest 
to the expression of a general effect from the 
interaction of enterprises, although they lack specific 
and easily interpreted values of synergy assessment. 
The analysis made shows that the problems of 
synergy and its effects have partial solutions and 
need systematisation, additions and extensions both 
conceptually and methodologically so that they can 
be applied towards the expression and management 
of synergy in economic clusters. 

In regard to future directions for research on 
synergy and its effects it is appropriate to search for 
additional analogies with practical experience 
accumulated in the field of risk identification and 
risk management. Synergy and risk are phenomena 
that exist in any system. Uncovering the correlation 
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between them could provide an effective instrument 
for influencing the formation, activities and 
optimisation of cluster management in economics. 
Questions such as: what is the desired synergetic 
effect, does it manage or assess, at what stage of a 
cluster’s life cycle, where in the cluster is synergy 
assessed, how to account interactions, “together-
ness”, “resonance” in the functioning of enterprises 
should be at the core of formulating the problems in 
this field of application. 
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Abstract: This paper concerns root finding of nonlinear algebraic equation with high precision in specific 
environment, namely .NET Framework. The work is part of a series tracing the progress of creating tools 
for high precision computations in this environment and may be considered as continuation, in this 
direction, of the beginning, in (Dzhambov, 2011), that includes special function calculations with arbitrary 
precision. The results are illustrated with the help of applications, using the current state-of-art library being 
created for implementation of functions and numerical methods of arbitrary precision in a given 
environment. 

1 INTRODUCTION 

Arbitrary precision computations are not a self-
purpose. They are related to receiving precise values 
when solving mathematical models in different area, 
including often for instance as (sub)task, solving 
nonlinear algebraic equations. In (Dzhambov, 2011) 
an announcement is made for creating of high 
precision computation library in the environment of 
.NET Framework. The application SFCALC was 
represented there, illustrating a part of the 
potentialities of the library being created. Some 
extensions of this library are added further concerning 
computing of definite integrals (Dzhambov, 2014), 
solving of systems of nonlinear ordinary differential 
equations, and root finding of nonlinear algebraic 
.equation (real roots), described bellow. 

This task is subdivided naturally in different 
tasks, according to the information available a priori: 
roots of general nonlinear algebraic equation (some 
general assumptions concerning differentiability or 
root's multiplicity are also needed even in this case, 
before we choose an appropriate method), and roots 
of some special functions. In this last case (for 
instance all zeros of the classical orthogonal poly-
nomials are real and distinct, Bessel's functions are 
solutions of specifically parametrized second order 
homogenous linear ordinary differential equation) 

specific, more elaborate methods may be used. 
Another natural classification is based on properties 
of the method: global or local, iterative or analytic, 
derivatives used (no, first, second...), order of 
convergence, one-point or multi-point, with memory 
or not, computational efficiency and so on. Root 
finding is one of the oldest numerical analysis areas 
and the number of references, related to the topic is 
enormous. (Traub, 1964), (Ostrowski, 1966), 
(McNamee, 2007), (Sharma, 2011), (Gil, 2003), 
(Allgower, 1990) are some of the sources, we used.  

One of the purposes is to demonstrate that useful 
and mutually complementing computational tools for 
solving non-trivial problems with high precision 
computations may be implemented in a concrete 
environment which is wide spread for personal 
computers but it seems to be underestimated by the 
software developers for scientific applications. There 
are reasons of course for this, but in our opinion, there 
are advantages also: comparatively easy integration in 
various functionalities such as visualization and 
interactivity in one and the same application if, of 
course, the necessary methods for solving the 
concrete problems are available which is the purpose 
of the library being created. We of course keep in 
mind that the creation of a complete system covering 
a great range of tools for solving of various 
mathematical models is a task too ambitious due at 



 

12 

least to the huge amount of the work required. But the 
implementation of some basic tools makes it possible 
for the interested investigator to create own 
applications in the given environment, exactly 
matching to his concrete interests. To viz. create and 
not be a user of a ready system. Another purpose 
which hope to achieve is to provide such a possibility. 

2 GENERAL STRUCTURE AND 
EXTENSIONS OF THE 
LIBRARY, CONCERNING 
ROOT FINDING OF 
NONLINEAR ALGEBRAIC 
EQUATION 

The arbitrary precision of the calculations (with real 
numbers) is provided by the library X-MPIR. X-
MPIR ensure the link from C# to MPIR (for details 
search the Web, there is no independent site, 
devoted to X-MPIR at this moment). On the base of 
X-MPIR, which provides the basic arithmetic 
operations only, a library of elementary and special 
functions is implemented, as well some numerical 
methods. 

The library is grouped in several files that we 
shall briefly describe. Only the components, 
referring to the problem solved, will be mentioned. 

funcs.cs: Basic implementation of the functions 
and constants, described in (Dzhambov, 2011), 
combined in a namespace MPMath_R, most in the 
public static class MPMath, and several general 
numeric methods, plus a public class TestDer for 
transforming mathematical expression (text repre-
sentation) in postfix notation (ExpressionParser in 
mpir_pars_fx.cs, described below, is used), finding 
and then simplifying derivative of given mathe-
matical expression (in namespace Zero_R). The 
method used is non-standard. The derivative is 
produced "in place" as postfix record, directly from 
the postfix record of the function, without building 
expression tree. This approach is very similar of 
that, described in (Krtolica, 2001). The class 
TestDer  contains also method "internal mpir.mpf_t 
Compute(int derivative)", which is simply an 
interpreter. Functions for zeros of Airy functions and 
their derivatives and zeros of Bessel functions are 
also provided. We will discuss some of them later in 
section 3. 

funcs_c.cs: It accomplishes complex arithmetic of 
arbitrary precision with the help of an internal class 
MPComplex, and the functions, existing in  funcs.cs 

are implemented in the namespace MPMath_C, 
public static class CMPMath. An integral logarithm is 
added as well, an integral exponent and the elliptic 
Jacobi functions. This file is mentioned because some 
lastly added functions exist only there. Real variants 
simply pass complex number with zero imaginary 
part (in the valid range) and receive the real part of 
the complex result. 

mpir_parse_fx.cs: Parser for mathematical 
expressions (public class ExpressionParser and some 
auxiliary classes implementing the concept of token in 
namespace mpir_parse_fx), recognizing arithmetic 
operations and the functions and constants, 
implemented in the previous two files. If no errors are 
available, the parser creates the converted in a postfix 
form list (List<Token>) from the elements of the 
expression, each one possessing specific information 
about the list element. In Token class there are fields 
foreseen for this information: a mathematic or literal 
constant, variable, arithmetic or functional operation, 
text presentation, priority, number of arguments, type 
of associativity, eventual value. This list is used by a 
concrete application, invoking the parser, in order to 
form a list of simplified elements (struct SToken 
{public int opcode; internal mpir.mpf_t val} or 
probably internal MPComplex val), including the 
operation code only, which may be updated by the 
given application in the process of the problem 
solution. This list is already prepared for 
interpretation with the help of a well known 
algorithm. The parser is designed to accept more than 
one variable and it denotes as parameters all variables 
that are not names of mathematic constants or name 
of the basic variable of the model being solved. This 
gives additional flexibility. If an error occurs, the 
parser acknowledges the type and position of the error 
in the expression. 

3 APPLICATIONS 

Even using only a part of the tools in the first two files 
described in section 2, one can create console 
applications for certain problems or useful auxiliary 
applications with graphical user interface, such as 
SFCALC, presented in (Dzhambov, 2011). The third 
enable the design of applications with considerably 
more friendly user interface, allowing the solution of 
a given class of problems without changing the 
program code, additional compilation, etc. An 
example of application of this type with graphical 
interface is NQTS, presented in (Dzhambov, 2014). 
This time some console applications are described. 
No point in doing graphical user interface for this type 
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of problems. These applications use supplementary 
files. We begin with the case of general algebraic 
nonlinear equation. The only assumption is that the 
function is derivable. In subsection 3.2 applications 
for root finding of some special function are 
described. 

3.1 Applications for general nonlinear 
algebraic equation 

3.1.1 Local methods 

MPRootFindTestLocal is an application for root 
finding of general nonlinear algebraic equation 

( ) 0f x =  (1) 
allowing direct input (text form) and choice of 
method. Actually this application was created 
originally for testing and comparing different 
methods, including these, described in (Sharma, 
2011). Input parameters are: mathematical expres-
sion of the function, initial point, desired accuracy 
(number of decimal digits) and method. For example 
 

MPRootFindTestLocal "x*exp(x*x)-
PowInt(sin(x),2)+3*cos(x)+5" -1 200 
M8_1 
 

(function 7, Table 2.1 in (Sharma, 2011)). Quotation 
marks are optional if there are no spaces in the 
functional expression. Here M8_1 is the name of the 
method (4.5.15), section 4.5 "Optimal eight order 
methods" in (Sharma, 2011) with 1α = . Besides the 
result -1.2076... with error 2.4043e-212, we get also 
some additional information: 4 iterations, 12 func-
tion evaluations and 4 evaluations of the derivative. 
The same equation solved with the classical 
Ostrowski method give us 5 iterations, 9 function 
evaluations, and 4 evaluations of the derivative. For 
the Newton method these values are respectively 10, 
10, 9. 

When local methods are used, the closeness of 
the initial guess point to the solution is crucial. That 
is why an auxiliary tool assisting this choice is 
desirable. Fortunately we have one. It is a part of the 
functionality of the application VODE2 for solving 
second order ordinary differential equation (con-
cerning another part of the library and not described 
here in details; uses internally gnuplot by automatic 
redirecting the output). This application has so 
called "expression mode" allowing visualization of 
virtually arbitrary function. Here is an example with 
the above function (interval [‒1.5; 1]). 

MPRootFindTestLocal uses separate file includ-
ing currently implemented methods and is therefore 
open for adding new ones. 

 
Figure 1: VODE2 in "expression mode". 

 
Figure 2: Visualization from "expression mode". 

3.1.2 An attempt to solve the local 
convergence problem using homotopy 
continuation. 

Of course, the local convergence problem can be 
solved in this case (one dimensional) using 
bisection. However, the homotopy continuation 
method has some advantages (besides the undoubted 
elegance): can be used in multidimensional cases 
and can be used for tracking multiple solutions (see 
(Rahimian, 2011) for one possible approach and also 
the references there for numerical methods that seek 
to find multiple solutions). Our approach is 
elementary: we use Newton homotopy 
 

0( , ) ( ) (1 ) ( )H t x f x t f x= − −  (2) 
 

or fixed point homotopy 
 

0( , ) (1 )( ) ( )H t x t x x tf x= − − +  (3) 
 

for some x0, following the parameterized curve of 
the solution obtained by derivation of 
 

( )( ), ( ) 0H t s x s =  (4) 
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from t=0 to t=1, or equivalently, we have to solve 
the initial value problem 
 

( ) ( )0 0

d
,

d
d

,
d

, , 0s

x H

s t
t H

s x
x t x

=

∂
= −

∂
∂

=
∂

=

 
(5) 

 
until we reach t(s)=1. (For all possible scenarios in the 
general case, turning and branch (bifurcation) points 
and so on, we refer the reader to the very clear 
exposition in (Judd, 1998)).) The value x(1) obtained 
this way is then used as initial guess point of some 
rapidly convergent local method. We have an 
appropriate tool in the library, namely public class 
IRK_Solver, designed for solving systems of ordinary 
differential equations using implicit Runge-Kutta 
schema of arbitrary order (accuracy is parameter too). 
One console application that combines the ideas 
described above is MPRootFindTestHN (besides 
functional expression and initial point, desired 
accuracy and schema order are required parameters). 
Let the function be (example took from (Judd, 1998)) 
 

( ) 2 4 sin(2 ).f x x xπ= − +  (6) 
 

Although simple, its graphic worth to be 
displayed, because it gives us an idea why it is often 
difficult for the local methods to find the root (x=2, 
unique, multiplicity one) starting from relatively 
distant point. 

 

  
Figure 3: Graph of the function (6). 

For example all of the three methods, mentioned 
in section 3.1.1 diverge for initial point x = ‒8 

(and say accuracy 100 and schema order 8), but 
MPRootFindTestHN has no problems and (in this 
case, that is not general rule) even calculates the 
solution with the desired accuracy without to have 
passing the value of x(1) for refining. Actually, 
when t=1 is reached (more precisely, surpassed), the 
program repeat several times the last step (dividing 
in half the step for IRK_Solver, increasing this way 
the accuracy). 

3.2 Applications for finding zeros of 
some special functions 

Besides their role in mathematical physics, the zeros 
of some special function are often used in different 
numerical analysis areas: in coefficients of 
asymptotical expansions (zeros of Airy functions and 
their derivative and zeros of Bessel functions of first 
and second kind) or quadrature formulae of gaussian 
type (zeros of classical orthogonal polynomials), to 
cite some applications. Such kind of root finding is 
used internally in some places of the library. As 
mentioned in section 3.1 some particular methods are 
available in this case and we will briefly describe 
some of them bellow. They are always alternatives. 
We don't discuss all possible options. In practice such 
choices compromise different criteria (effectiveness, 
simplicity, that is to say easy implementation, 
universality, namely ease of embedding as building 
blocks, and so on). 

3.2.1 Roots of classical orthogonal 
polynomials 

ADK (Aberth, Durand, Kerner) method is parti-
cularly convenient, because in this case all roots are 
real, distinct and single (multiplicity one). The ADK 
method is a modification of the Newton method with 
implicit deflating. If x(1), x(2), ... , x(k) are previously 
calculated roots of the polynomial p(x), then the 
iterative formula 
 

( )

( ) ( ) ( )

1

1

1
n

n n r

n n j
j n

p x
x x

p x p x
x x

+

=

= −
′ −

−
∑

 

(7) 

 
is convergent to another root of the polynomial. The 
strategy consists in choosing an initial guess point 
x=R greater than the largest root of the polynomial, 
and successive finding of all roots applying formula 
(7). R can be taken respectively as: 
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Polynomial R 

Jacobi 1 
Legendre 1 

Laguerre 2 2 1 4( 1)( 1)n n nα α+ − + + − + −  

Hermite 2 1n +  

Table 1: Starting point for different orthogonal 
polynomials tu use with the ADK method. 

Remark: Important special class of the Jacobi 
polynomials ( ), ( )nP xα β  are the ultraspherical poly-
nomials (called also Gegenbauer polynomials) 

( ) ( )1 1
,

2 2( ) ( )n nC x P x
λ λ

λ
− −

= . 
We use currently separate implementation for 

the special case of the Legendre polynomials 
( ) ( )

1 1
,

0,02 2( ) ( ) ( )n n nP x C x P x= =  and not for the 
Chebyshev polynomials of first and second kind  

( ( ) ( )1 1
,

0 2 2( ) ( ) ( )n n nT x C x P x
− −

= = , 

( ) ( )1 1
,

1 2 2( ) ( ) ( )n n nU x C x P x= = ). 
They have to be calculated directly (as Jacoby 

polynomials special cases: 1 2α β −= =  and 

1 2α β= = ). 
If the polynomial is of high degree and high 

precision is required, it is convenient to use ADK 
method with smaller precision (half of the required 
for instance) as first stage and then pass the roots as 
initial points of rapidly convergent local method (the 
so called refiner, we use currently the method of 
Laguerre). As a test, the roots of all classical ortho-
gonal polynomial of degree 25,000 with accuracy of 
200 decimal digits was calculated along with the 
weights of their corresponding quardature formulae (7 
hours on the author's laptop for the hardest problem of 
general Jacobi polynomials). It is understood that in 
this case the derivatives (first and second for the 
Laguerre method) are calculated using separate 
procedures and not interpreted after symbolical 
derivation as for the general purpose applications 
mentioned in section 3.1. First derivatives are 
calculated using directly the recurrent relations 

 

( ) ( ) ( )

( )( ) ( )

( ) ( ) ( )

,2

,

,
1

d2 1 ( )
d

2 ( )

2 ( )

n

n

n

n x P x
x

n n x P x

n n P x

α β

α β

α β

α β

α β α β

α β −

+ + − =

− − + + +

+ +

 

( )2

1

d
1 ( ) 2 ( ) 2 ( )

d
n n n

x P x xP x P x
x

−
− = − +  

( ) ( )1
1

d
( ) ( )

d
n n

L x L x
x

α α +

−
= −  

1

d
( ) 2 ( )

d
n n

H x nH x
x

−
=  

Table 2: Recurrent relations for the first derivatives. 

For the second derivatives the differential equation 
( ) ( ) ( ) ( ) ( ) 0nA x f x B x f x f xλ′′ ′+ + =  (8) 

of the polynomial is used with the corresponding 
coefficients 

 ( )A x  ( )B x  
n

λ  
( ), ( )nP xα β  21 x−  ( )2 xβ α α β− − + +  ( )1n n α β+ + +  

( )nP x  2

1 x−  2x−  ( )1n n +  
( ) ( )
n

L xα  x 1 xα + −  n 

( )
n

H x  1 2x−  2n  

Table 3: Coefficients in equation (8) for corresponding 
polynomials. 

3.2.2 Zeros of Bessel functions of first and 
second kind 

Actually the schema we use is applicable to 
considerably larger class of functions. It is very 
simple, but is based on deep results due to (Gil, 
2003) and (Segura, 2002). We firstly give the result 
in the special case we are interested and then attempt 
to sketch the idea behind, allowing to understand 
why this schema works. For detailed and profound 
explanation and much more results we refer the 
reader to the papers cited above. 

Suppose we want to calculate the first N zeros of 
Bessel function of first kind with index p, denoted as 
usually by Jp(x). For each successive zero we use 
fixed point iteration 

 

1

1

( )
arctan

( )
p k

k k

p k

J x
x x

J x+

+

= +
⎛ ⎞
⎜ ⎟
⎝ ⎠

 (9) 

 
For the initial point of the iteration we get 
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( ) ( ) ( )1

0 *

n n nx x −= + Δ  where ( )
*

nx  denotes the n-th zero 

and for ( )nΔ  we distinguish two cases. If the number 
of currently founded zeros is less than two, we pose 

( )

2
n π

Δ = , otherwise we pose ( ) ( ) ( )1 2

* *

n n nx x− −Δ = −  

(which gives us a better approximation). The fixed 
point iteration (9) is globally convergent and its 
order of convergence is 2. In (9) we can replace Jp(x) 
with an arbitrary Bessel function of first kind, 
second kind or a linear combination of them 
(provided they have same index). 

This schema is applicable to function, which is 
solution of linear homogeneous ordinary differential 
equation of second order 

( ) ( ) 0y yy B x y A x y′′ ′+ + =  (10) 

with continuous ( )yA x  and ( )yB x  in some interval 
I and also satisfies the following supplementary 
conditions: There exists a so called contrast 
function, which is solution of an equation 

( ) ( ) 0w ww B x w A x w+ + =  (11) 

with continuous ( )wA x  and ( )wB x  in I in such a 
way, that for every two pairs of fundamental solu-
tions ( ) ( ){ }1 2,y y  and ( ) ( ){ }1 2,w w  of (10) and (11), 
these solutions are related by a first order system 

( ) ( )

( ) ( )

y x y x w

w x w x y

α δ

β γ

′ = +

′ = +

⎧
⎨
⎩

 (12) 

with continuous coefficients ( )xα , ( )xβ , ( )xγ , 
( )xδ  in I. 

Our first goal is to transform this system to the 
form of equation (19), where H depends implicitly 
on y and w, and for which a globally fixed point 
iteration is applicable. We achieve this goal in 
several steps. 

The first transformation changes the dependent 
variables  

( ) ( ) ( )

( ) ( ) ( )
y

w

y x x y x

w x x w x

λ

λ

=

=

⎧
⎨
⎩

 (13) 

with continuous, different from zero ( )y xλ  and 

( )w xλ  in I, so that ( )y x  and ( )w x  satisfy the 
system 

y y w

w w y

α δ

β γ

′ = +

′ ′= +

⎧
⎨
⎩

 (14) 

with 0δ >  and δ γ= −  . This can be done posing 

sign( )y w

δ
λ δ λ

γ
= −  (15) 

where the sign of the square root is positive if y 
and/or w has at least two roots in I. The new 
functions y  and w  have the same roots as y and w.  

After the change of variable 

( ) ( )d
x

z x s sδ= ∫  (17) 

the system becomes 

,
y a y w
w b w y

⎧ = +
⎨

= −⎩
 (18) 

where a α δ= , b β δ=  and the dots denote 
derivations with respect to z. From this system we 
can see that the ratio ( )H z y w=  satisfies the 
nonlinear ODE of first order 

21 2H H Hη= + −  (19) 

where ( ) / 2b aη = − . For small η  H has a 
behaviour, that is similar to the tangent function with 
zeros and singularities interlaced. In (Segura, 2002) 
it is shown that for ratio H of this type, satisfying 
(19) the fixed point iteration 

( ) arctan( ( ))T z z H z= −  (20) 
is globally convergent to the zeros of the function 
y(x(z)) in intervals where η  does not change sign. 
Here x(z) is the inverse of z(x) in (17). 

Now we are much closer to the example in the 
beginning of this section. Let an equation 

( ) ( ) ( ) ( ) ( ) 0k k k k ky x B x y x A x y x′′ ′+ + =  (21) 
is given, with a continuous dependence of k and two 
families of independent solutions ( ){ }1

ky  and ( ){ }2

ky  
satisfying the following difference-differential equa-
tions 

1

1 1

( ) ( ) ( ) ( ) ( ) ,

( ) ( ) ( ) ( ) ( ).
k k k k k

k k k k k

y x a x y x d x y x

y x b x y x e x y x
−

− −

′ = +

′ = +
 (22) 

These equations give us the possibility to build 
contrast function for yn (if permitted be the range of 
k) in two ways, taking k=n and k=n+1. Following the 
steps described above we can build two fixed point 
iterations 

( )( ) arctan ( ) , 1i iT z z H z i= − = ±  (22) 
where 

( ( ))
( ) sign( ) ,

( ( ))

, 1

1, 1

i

n
i n i

n i

y x z
H z i d K

y x z

n i

n i

+

= −

= −

+ = +

⎧
⎨
⎩

 (23) 

and 
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2

( ) d ,( ) ( ) .

i

ii i

x
ni

n n
ni

d
z x s K

e
d s e s= = −

⎛ ⎞
− ⎜ ⎟⎜ ⎟

⎝ ⎠
∫  (24) 

And now, to be quite specific, we rewrite (22) 
for yn(x)=Jn(x) (this is very special case of more 
general relations for linear combinations of Bessel 
functions, see for example 10.6.6 in (Olver, 2010)) 

1

1 1

( ) ( ) ( ),

1
( ) ( ) ( ).

k k k

k k k

k
J x J x J x

x
k

J x J x J x
x

−

− −

′ = − +

−′ = −

 (25) 

Taking i = 1, in this case we have dk(x) = 1,  
ek(x) = ‒1, z(x) = x, K1 = 1 and (skipping the index i) 

1

1

( )
( ) ,

( ( ))

( )
( ) arctan .

( ( ))

n

n

n

n

J x
H z

J x z

J x
T x x

J x z

+

+

= −

= +
⎛ ⎞
⎜ ⎟
⎝ ⎠

 (26) 

 

which is exactly the starting example. 
 
 

4 CONCLUSIONS 
 
The paper presents a part of the currently done 
implementation of a library and tools for computing 
with arbitrary accuracy in environment, not typical 
for this purpose, namely .NET Framework. The 
combination of well selected methods and the 
excellent possibilities for integration of different 
functionalities in this environment are worth the 
efforts, and enable the achievement of non-trivial 
results even on a home computer. The applications, 
herein presented, though useful, are mainly 
illustrations of the library possibilities and could be 
further improved in different aspects, including the 
use of the multi-core architecture of the modern 
processors, executing parallel calculations at some 
stages of the algorithms used. 
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PART 1: NONLINEAR SYSTEM IDENTIFICATION 
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Abstract: Semi Fuzzy Neural Network (SFNN) model with a second order Takagi-Sugeno inference mechanism is 
presented in this paper. This kind of model is similar in structure to a linear model, therefore, can also be 
called semi- or quasi-linear. The proposed approach lies on the simple idea to reduce the number of the 
fuzzy rules and the computational burden, when they are modeling nonlinear systems. As a learning 
procedure for the designed structure it is used two step gradient descent algorithm. To demonstrate the 
potentials of the SFNN model test experiments with two benchmark chaotic systems - Mackey-Glass and 
Rossler chaotic time series are studied. The proposed simplified model structure shows an accurate 
performance and may be a promising solution to model complex nonlinear processes in a model predictive 
control schemes. 

1 INTRODUCTION 

Neural networks and fuzzy logic are used for 
identification of complex nonlinear industrial 
processes for many years. They are well known as 
universal approximators. The fusion of the fuzzy 
logic with the neural networks allows combining the 
learning and computational ability of neural 
networks with the human like IF-THEN thinking 
and reasoning of fuzzy system. Combining neural 
networks and fuzzy systems in one unified 
framework has become popular in the last few years.  

A lot of architectures have been proposed in the 
literature that combines fuzzy logic and neural 
networks. Some of the most popular are ANFIS 
(Jang, 1993), DENFIS (Kasabov, 2002). They are all 
composed of a set of if-then rules. In principle, the 
number of fuzzy rules dependent exponentially on 
the number of inputs and membership functions. If n 
is number of inputs and m is number of membership 
functions, then the required number of fuzzy rules is 
mn. The huge number of rules leads to determination 
of a large number of parameters during the learning 

procedure, which makes the neural fuzzy system 
difficult to implement.  

In order to reduce the number of fuzzy rules 
without accuracy losses different fuzzy clustering 
approaches can be used, such as fuzzy C-means 
clustering (Žalik, 2006), K-means clustering 
(Gallucc et al, 2012). Evolving fuzzy systems 
(Kasabov, 2002), (Kasabov and Filev, 2006), 
(Angelov, 2013) are used to evolve clustering and 
formed dynamically bases on fuzzy rules that had 
been created during the past learning process.  

Another possibility to reduce the number of 
fuzzy rules gives self-constructing and self-
organizing fuzzy neural network structures (Allende-
Cid et al, 2008), (Ferreyra, 2006). In this type of 
structures, during the training procedure, inactive 
rules are dropped, which consequently leads to a 
reduction in the number of trained parameters. 

In order to deal with the rule-explosion problem, 
hierarchical fuzzy neural networks could be used. 
But the normal learning method in these structures is 
very complex (Wen Yu et al, 2007). A method that 
compresses a fuzzy system with an arbitrarily large 
number of rules into a smaller fuzzy system by 
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removing the redundancy in the fuzzy rule base is 
presented in (Gegov, 2007). Review of the most of 
existing rule base reduction methods for fuzzy 
systems, summary of their attributes and 
introduction of advanced techniques for formal 
presentation of fuzzy systems based on Boolean 
matrices and binary relations, which facilitate the 
overall management of complexity, is made in 
(Gegov et al, 2007). 

In this paper it is presented a SFNN model that 
works with a reduced number of fuzzy rules. Firstly, 
to demonstrate the potentials of the SFNN model 
test experiments with two benchmark chaotic 
systems - Mackey-Glass and Rossler chaotic time 
series are studied. After that, the SFNN model is 
incorporated in GPC and its efficiency is tested by 
simulation experiments in MATLAB environment to 
control a CSTR. 

2 CLASSICAL FUZZY NEURAL 
NETWORK 

In this section it is described so-called Classical 
Fuzzy Neural Network (CFNN).It is so named to 
distinguish it from the proposed in next section 
SFNN. The structure of CFNN is shown on figure 1. 
Layer 1: This layer accepts the input variables and 
then nodes in this layer only transmit the input 
values to the next layer directly. 
Layer 2: Each node in this layer does the 
fuzzyfication via Gaussian membership function: 
 

2
,( )

, 2
,

( )
exp

2
p Xp mn

Xp m
Xp m

x c
μ

σ
− −

=
               (1)

 

 
where Xp are the input values, cXp,m and σXp,m 
are the center and the standard deviation of the 
Gaussian membership function.  
Layer 3: This layer is a kind of rules generator as it 
formed the fuzzy logic rules. Their number depends 
on the number of inputs p and the number of their 
fuzzy sets m, and is calculated according to the 
expression N=mp. In this layer, each node represents 
a fuzzy in following form: 
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Layer 4: In the fourth layer is realized implication 
operation: 
 

1 2

( ) ( ) ( ) ( )
, , ,( ) ( ) ( ) ... ( )

p

n n n n
yq x m x m x mk j k j k j k jμ μ μ μ+ = + ∗ + ∗ ∗ +   (4) 

Layer 5: In the fifth last layer takes the removal 
decision which consists in determining the value of 
the model output by the expression: 
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Figure 1: Structure of Classical Fuzzy Neural Network.  

The learning algorithm for the CFNN model is very 
simple. It is based on minimization of an instant 
error measurement function between the real plant 
output and the process output, calculated by the 
CFNN: 
 

2ˆ( ( ) ( ))( )
2

y k y kE k −
=

                   (6)
 

 
where y(k) denotes the measured real plant output 
and ŷ(k) is the CFNN model output. 
During the gradient learning procedure it is needed 
to adjusted two groups of parameters in CFNN and 
they are: premise and consequent parameters on the 
fuzzy rules. The consequent parameters are the 
coefficients a1, a2...any, b1, b2...bnu in the Sugeno 
function fy and they are calculated at first step by 
the following equations: 
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( )( 1) ( ) ( ( ) ( )) ( ) ( )j
ij ij M y ik k y k y k k x kβ β η μ+ = + −     (7) 

 
( )

0 0( 1) ( ) ( ( ) ( )) ( )j
j j M yk k y k y k kβ β η μ+ = + −       (8)

 

 
where η is the learning rate and βij is an adjustable i-

th coefficient (ai or bi) in the Sugeno function of the j-

th activated rule. 
The premise parameters are the centre cij and the 
deviation σij of a Gaussian fuzzy set. They can be 
calculated at second step using the following 
equations: 
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3 SEMI FUZZY NEURAL 
NETWORK 

The structure of the proposed SFNN model is shown 
on Fig. 2. SFNN model is a modification of the 
CFNN model described in previous section. 
Actually, the SFNN model is also five-layer 
architecture with the Takagi-Sugeno inference 
mechanism. However, in SFNN model a part of 
input signals are not fuzzyfied, but they come with 
their real values, weighted by the appropriate 
coefficient, into the third layer (fuzzy rules layer), 
i.e. directly into the THEN part of the functions of 
Sugeno. Thus, on the one hand it is reduced the 
number of fuzzy rules with which the model is 
working and on the other hand – it is reduced the 
number of the parameters that must be determined 
during learning procedure. For example, for 
implementation of NARX model with 4 inputs, each 
of which is fuzzyfied with 3 fuzzy sets, then for 
CFNN model is needed 81 fuzzy rules while SFNN 
works with only 9 fuzzy rules. Furthermore, in 
CFNN model during the learning procedure it is 
needed to obtain 405 linear and 648 nonlinear 
parameters or total 1053 parameters! The number of 
parameters that must be determined during the 
training procedure is only 81 (45 linear and 36 
nonlinear parameters). 

SFNN model is similar in structure to a linear 
model, therefore, it can also be called semi- or quasi-
linear. This ensure reduced computational burden 
during the optimization procedure for the calculation 
of the optimal value of the control action, when the 
SFNN model is used as a part of a NMPC algorithm.  

In this paper on the basis on SFNN model it is 
realized a NARX model. Two types of SFNN 
models are used during the simulation experiments. 
The first one is a case in which the values of vector-
regressor y(y(k-1), y(k-2)) are fuzzyfied inputs and 
the values of vector-regressor u (u(k), u(k-1)) are 
nonfuzzyfied inputs – SFNN Type I. The second one 
is an opposite – the values of vector-regressor y(y(k-
1), y(k-2)) are nonfuzzyfied inputs and the values of 
vector-regressor u (u(k), u(k-1))are fuzzyfied inputs 
– SFNN Type II . 
 
 

 
 

Figure 2: Structure of the proposed Semi Fuzzy Neural 
Network. 

4 SIMULATION RESULTS 

To investigate the 20odelling potentials of the 
proposed SFNN model, Mackey-Glass (MG) and 
Rossler chaotic system series benchmark models, 
have been used. The used time series will not 
converge or diverge, and the trajectory is highly 
sensitive to initial conditions. The MG time series is 
described by time-delay differential equation: 
 

(11) 
 

 
where a=0.2; b=0.1; C=10; and x(0)=0.1 and s= 17s. 
The results are given on Fig. 3 and Fig. 4.  
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Figure 3: Model validation of the proposed SFNN Type I 
model by using Mackey-Glass chaotic time series. 

 
Figure 4: Mean Square Error (MSE), Root Mean Square 
Error (RMSE) and predicted error (SFNN Type I). 

            
 
 

On Fig. 3 and Fig. 4 are shown results on SFNN 
Type I validation by using Mackey-Glass chaotic 
time series. As it can be seen, the proposed model 
structure predicts accurately the generated time 
series, with minimum prediction error and fast 
transient response of the RMSE, reaching value 
closer to zero. The values of the RMSE and MSE in 
the 50-th time step are respectively 0,014 and 
0.00019. 

Similarly, on Fig. 5 and Fig. 6 are shown results 
on SFNN Type II validation by using Mackey-Glass 
chaotic time series. 

Figure 5: Model validation of the proposed SFNN 
Type II model by using Mackey-Glass chaotic time series. 
 

 
Figure 6: Mean Square Error (MSE), Root Mean Square 
Error (RMSE) and predicted error (SFNN Type II). 
 
 
 
Another test of the proposed SFNN model is made 
with Rossler chaotic time series. These series is 
described by three coupled first-order differential 
equations: 
 
 

 
 

                         (12) 
 
 
 
where a=0.2; b=0.4; c=5.7; initial conditions x0=0.1; 
y0=0.1; z0=0.1. The validation of SFNN Type I and 
SFNN Type II models with Rossler chaotic time 
series are given respectively on Fig.7, Fig.8 and 
Fig 9, Fig. 10. 
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Figure 7: Model validation of the proposed SFNN Type I 
model by using Rossler chaotic time series. 

Figure 8: Mean Square Error (MSE), Root Mean Square 
Error (RMSE) and predicted error (SFNN Type I). 

 
Figure 9: Model validation of the proposed SFNN Type II 
model by using Rossler chaotic time series. 

 

 
Figure 10: Mean Square Error (MSE), Root Mean Square 
Error (RMSE) and predicted error (SFNN Type II). 
 
 
 
The values of MSE and RMSE in interval of 50 
steps are summarized in Table 1.  From these data it 
can be concluded that the SFNN Type II model is 
more accurate than the SFNN Type I model, ie the 
case that u(k), u(k-1) are fuzzyfied inputs. 
 

4 CONCLUSIONS 

In this paper it is presented Semi Fuzzy Neural 
Network (SFNN) model. To demonstrate the 
potentials of the SFNN model test experiments with 
two benchmark chaotic systems - Mackey-Glass and 
Rossler chaotic time series are studied. The 
proposed SFNN model predicts accurately the 
generated time series, with minimum prediction 
error and fast transient response of the RMSE, 
reaching values closer to zero. The main advantage 
of SFNN is that operated by a small number of rules 
and respectively has a smaller number of parameters 
for learning. Thus, it carries out the modelling of 
non-linear systems with considerably less 
calculation in comparison with the classical FNN. 
Furthermore, SFNN has other advantages - it is not 
require a priori data and is not bound by additional 
procedures, such as clustering. This makes it suitable 
for real-time applications such as predictive 
controllers. 
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Table 1: SFNN Type I and SFNN Type II Comparison 

 
Mackey-Glass chaotic time series Rossler chaotic time series 

Steps SFNN Type I SFNN Type II Steps SFNN Type I SFNN Type II 
MSE RMSE MSE RMSE MSE RMSE MSE RMSE 

50  0,00019  0,014  0,000168  0,013  50  8,06.10-5 0,00898 8,3.10-6  0,0029  
100  9,8.10

-5 
 0,0099  8,85.10

-5
  0,0093  100  0,000109 0,0104  1,4.10-5  0,0037  

150  6,81.10
-5

  0,0083 6,16. 10
-5

  0,0079  150  0,00038 0,0195  3,45.10-5  0,0058  
200  5,33.10

-5
  0,0073  4,85. 10

-5
  0,007  200  0,00109 0,0331  0,000104  0,0102  

250  4,43.10
-5

  0,0067  4,05. 10
-5

  0,006  250  0,00263 0,0531  0,00023  0,0150  
300  3.85.10

-5
  0,0062  3,5. 10

-5
  0,0051  300  0,00595 0,0772  0,00055  0,0234  
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Abstract: This paper presents a Nonlinear Model Predictive Controller based on Semi Fuzzy Neural Network (SFNN) 
model. SFNN works with small fuzzy rules base; not requires a priori data and is not bounds by any 
additional procedures, such as clustering, which make it suitable for real-time applications like predictive 
controllers. Levenberg-Marguard algorithm is used to compute the optimal control value in the designed 
Generalized Predictive Controller (GPC). The efficiency of the proposed controller is demonstrated by 
simulation experiments in MATLAB environment to control a Continuous Stirred Tank Reactor. 

1 INTRODUCTION 

Model Predictive Control (MPC) is advanced 
control methodology that originates in the late 
seventies. MPC is optimal control that relies on 
dynamic model of the process. The models in MPC 
are used to predict the future response of a plant. 
Then, MPC algorithm computes optimal control by 
minimizing a prescribed cost function. One of the 
key advantages of MPC is its ability to deal with 
input and output constraints while it can be applied 
to multivariable process control. That’s why MPC 
very quickly became popular and nowadays MPC is 
a well-known, classical control method.  

MPC algorithms based on linear models have 
been successfully used for years in numerous 
industrial applications (Qin and Badgwell, 2003). It 
is provided a review (Holkar et al, 2010) of the most 
commonly used methods that have been embedded 
in industrial model predictive control. Since, the 
nature of processes is inherently nonlinear and this 
implies the use of nonlinear models and respectively 
Nonlinear Model Predictive Control (NMPC) 
algorithms.  

NMPC is a variant of MPC that is characterized 
by the use of nonlinear system models in the 
prediction. As in linear MPC, NMPC requires the 
iterative solution of optimal control problems on a 

finite prediction horizon. While these problems are 
convex in linear MPC, in nonlinear MPC they are 
not convex anymore. The nonlinear optimization 
task must be solved online. Therefore, the success of 
NMPC algorithm depends critically on mathematical 
model (Rawlings and Mayne, 2013). It is very 
important to find a predictive model that effectively 
describes the nonlinear behavior of the system and 
can easily be incorporated into NMPC algorithm. 
One possibility is to use first principle models such 
as nonlinear ordinary differential equations, partial 
differential equations, integro-differential equations 
and delay equations models. Such models can be 
accurate over a wide range of operating conditions, 
but they are difficult to develop for many industrial 
cases and may lead to numerical problems (e.g. 
stiffness, ill-conditioning). The other possibility is to 
use empirical or black–box models (e.g. neural 
networks, fuzzy models, polynomial models, 
Volterra series models). How to select nonlinear 
model for NMPC is detailed described in (Pearson, 
2003). 

Fuzzy neural network models are used widely in 
NMPC control schemes. Many methods have been 
proposed in the literature that combine fuzzy neural 
network and model predictive control algorithm. 
Different multilevel neuro-fuzzy predictive control 
algorithms are described in (Grosso et al, 2012). 
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A hybrid fuzzy-neuro model based predictive 
control (HFNMBPC) is proposed in (Paulusová et 
al, 2009). Predictive controller based on block-
oriented nonlinear model is presented in (Terziyska 
et al, 2006). GPC using recurrent fuzzy neural 
networks as a model is described in (Lu and Tsai, 
2007). Another GPC algorithm with feedforward 
neuro-fuzzy network is presented in (Liu and Chan, 
2006). 

In this paper it is presented a Nonlinear Model 
Predictive Controller based on Semi Fuzzy Neural 
Network (SFNN) model. SFNN works with small 
fuzzy rules base; not requires a priori data and is not 
bounds by any additional procedures, such as 
clustering, which make it suitable for real-time 
applications like predictive controllers. Levenberg-
Marguard algorithm is used to compute the optimal 
control value in the designed Generalized Predictive 
Controller (GPC). The efficiency of the proposed 
controller is demonstrated by simulation experi-
ments in MATLAB environment to control a 
Continuous Stirred Tank Reactor. 

2 SEMI FUZZY NEURAL 
NETWORK MODEL 

Semi Fuzzy Neural Network model is five-layer 
architecture with the Takagi-Sugeno inference 
mechanism and reduced fuzzy rules base. In this 
paper the SFNN model it is used to realized NARX 
model. More details about SFNN model can be 
found in first part of this paper (Terziyska, 2014). 
Here, it is examined two types of SFNN models: 
 
- SFNN Type I  
This is a case in which the values of vector-
regressor y(y(k-1), y(k-2)) are fuzzyfied inputs and 
the values of vector-regressor u (u(k), u(k-1)) are 
nonfuzzyfied inputs. The SFNN Type I model 
output can be calculated by next expression: 
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where fy and μy are respectively the Sugeno output 
function and the corresponded membership degrees 
of the quantization levels and can be obtained by: 
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where p is the number of fuzzyfied inputs (in our 
case p=2).  

 
- SFNN Type II 
This is the case in which the values of vector-
regressor y(y(k-1), y(k-2)) are nonfuzzyfied inputs 
and the values of vector-regressor u (u(k), u(k-1))are 
fuzzyfied inputs. The SFNN Type II model output 
can be calculated by next expression: 
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where fu and μu are respectively the Sugeno output 
function and the corresponded membership degrees 
of the quantization levels and can be obtained by: 
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As a learning algorithm for both SFNN Type I and 
SFNN Type II it is used two steps gradient 
procedure (Todorov, 2012). 

3 LEVENBERG-MARGUARD 
OPTIMIZATION ALGORITHM 

Using the proposed SFNN model in its two forms 
(Type I and Type II), the Optimization Algorithm 
computes the future control actions at each sampling 
period, by minimizing the proposed by (Clarke et al, 
1987) cost function which is typical for Generalized 
Predictive Control (GPC): 
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where ŷ is the predicted model output (ŷMI or ŷMII), r 
is the system reference, u is the control action, N1 is 
the minimum prediction horizon, N2 is the maximum 
prediction horizon, Nu is the control horizon and ρ is 
the weighting factor penalizing changes in the 
control actions. 

In this paper it is used Levenberg-Marquardt 
optimization algorithm, which uses the approximated 
Hessian and the information in the gradient, taking 
into account some regularization factors. Important 
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principal in Levenberg-Marguard method is that the 
cost function must be a quadratic one and the Hess 
matrix must be positive definite. The algorithm 
iterates using the following general equation: 
 

)(])([ )()(1)()1( kkkk xQExHxx ∇+−= −+ λ        (8) 

 
where H is the Hessian matrix with second partial 
derivatives as elements, E is the identity matrix and λ 

is the Levenberg-Marquardt parameter, which adjust 
the direction of movement to extremes, from 
gradient method at a great value (λ >103) to the 
Newton optimization method when λ=0. 

When the criterion function is a quadratic one 
and there are no constraints on the control action, the 
cost function can be minimized analytically. If the 
criterion J is minimized with respect to the future 
control actions u, then their optimal values can be 
calculated by applying the condition: 
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Each element from this gradient vector can be 

calculated using the following equation: 
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From the above expression can be seen that it is 
needed to obtain two groups of partial derivatives. 
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The second group partial derivatives have the 

following form: 
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So, this is the way to obtain the first derivative 

that is needed for the first order gradient 
optimization algorithms. But, the Newton algorithm 
belongs to the second order gradient optimization 
algorithms. So, it is needed to calculate the second 
partial derivatives of the cost function. In this case 
(13) can be rewritten as follows: 
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Each element from this vector is calculated as 

follows: 
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          (18) 
After calculating the Hessian matrix it is need to 

obtain its inverse matrix, which is the main difficult 
in the Levenberg-Marguard algorithm.  

Once calculated individual gradient elements, 
they are made equal to zero. As a result, produce a 
system of equations that can be solved to control 
effects u(k), u(k +1), …, u(k + Nu +1): 
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This system of equations can be solved very 
simply by starting from the equation (21), which is 
calculated by the control action Δu (k + Nu-1). 
Resulting value is substituted in the previous 
equation and it is determined Δu (k + Nu-2). 
Similarly, the entire sequence is calculated by the 
control effects in the control horizon. 

Implementation of the presented Levenberg-
Marguard algorithm is simple and according to (8) is 
based on the following equation: 
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 (22) 

4 SIMULATION EXPERTIMENTS 

It is used a nonlinear model of a continuous stirred 
tank reactor (CSTR) for the purpose of experimental 
investigations of the control system with the 
proposed SFNN based predictive controller. The 
dynamic equations of the nonlinear CSTR are given 
by (Ray, 1981) as follow: 

 
 

(23) 
 
 
 

(24) 

where x1 and x2 represent the dimensionless reactant 
concentration and the reactor temperature, 
respectively. The control action u is dimensionless 
cooling jacket temperature. The physical parameters 
in the CSTR model equations are Da, φ, B and δ 
which correspond to the Damkhler number, the 
activated energy, the heat of reaction and the heat 
transfer coefficient, respectively. Based on the 
nominal values of the system parameters, Da=0.072, 
φ=20, B=8 and δ=0.69, the open-loop CSTR 
exhibits three steady states (x1,x2)A=(0.144, 0.886), 
(x1,x2)B=(0.445, 2.75) and (x1,x2)C=(0.765, 
4.705), where the upper and the lower steady states 
are stable, whereas the middle one is unstable. The 
control objective here is to bring the nonlinear 
CSTR from the stable equilibrium point (x1,x2)A to 
the unstable one (x1,x2)B. All of the results 
presented are based on the reactor temperature x2, 
that is y(t)=x2(t). 

The number of the Gaussian fuzzy membership 
functions for each input variable is chosen to be 
equal to three. Their initial parameters are 
normalized and uniformly distributed into the 
universe of discourse є [0, 1].  The simulations were 
performed in various cases with different plant 
parameters. The SFNN based predictive controller 
has the following parameters: N1=1; Np=5; Nu=3; 
ρ=0.15. The results are shown on Fig. 1 and Fig. 2. 
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Figure 1: Transient process response in case of variable 
system reference and plant parameter changes in a case of 
SFNN Type I. 
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Figure 2: Transient process response in case of variable 
system reference and plant parameter changes in a case of 
SFNN Type II. 

5 CONCLUSIONS 

This paper presents a Nonlinear Model Predictive 
Controller based on two types Semi Fuzzy Neural 
Network (SFNN) model – SFNN Type I and SFNN 
Type II. As an optimization algorithm it is used 
Levenberg-Marguard algorithm. The efficiency of 
the proposed controller is demonstrated by 
simulation experiments in MATLAB environment to 
control a Continuous Stirred Tank Reactor. It was 
shown for both cases (SFNN Type I and SFNN 
Type II) that the NMPC with LM optimization 
approach ensures a reliable system performance in 
case of variable system reference and plant 
parameter changes. The proposed LM algorithm is 
rapidly converging when an analytical minimization 
approach is considered. Its main disadvantage is the 
need to obtain the invert Hesse matrix during the 
algorithm iteration. It is important to note, that the 
considered two types of SFNN models have 
insignificant differences in the accuracy of 
prediction of chaotic system series, but generally 
provide identical control of CSTR. 
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Abstract:       This paper studies the solution bounds derivation problem for one class of parameter dependent discrete-time 
algebraic Lyapunov equations (DALEs). The coefficient matrix is assumed to be a convex combination of N 
stable matrices. Several upper parameter independent bounds for the solution, its maximal eigenvalue and 
trace are proposed. The main contribution consists in the fact that fixed bounds are obtained for a parameter 
dependent solution, which can’t be directly computed.  

 

1 INTRODUCTION 

The Lyapunov equation arises in many different 
perspectives such as control and system theory, 
identification, optimization, boundary value 
problems, power systems, signal processing, etc. 
Due to broad applications (Kouikoglu and Phillis, 
1993), (Lee and Lee, 2001), (Lee, Li and Kung, 
1993), (Wang and Lin, 1987), (Yedavalli, 1993), etc., 
this equation has been a subject of active research 
during the past 60 years. Digital technology also 
spelled the need for the solution of the Lyapunov 
equation for discrete-time systems, called the DALE.  

The problem of valid bounds computation for the 
solution of the algebraic Lyapunov equation has a 
long history. A survey on bounds for the solution of 
algebraic equations in control theory may be found 
in (Savov, 2014). In some cases, the direct solution 
of this equation is impossible, due to its high order 
and in other ones, it is sufficient to have at disposal 
only some estimates for it.  

This paper is an attempt to study the solution 
bounds derivation problem for one class of 
parameter dependent DALEs. Since it is not realistic 
to expect, that the exact model of any system is 
available, it is assumed that the coefficient matrix is 
not fixed, but it is subjected to a structured real 
parametric uncertainty, belonging to a compact 
vector set, namely, the unit simplex. The problems 

in getting solution bounds, especially upper ones, are 
well known (Savov, 2014). Additional difficulties 
arise here from the simple fact, that the coefficient 
matrix is not exactly known any more, in this case.  

Several upper parameter independent bounds for 
the solution, its maximal eigenvalue and trace are 
proposed. The main contribution consists in the fact 
that fixed bounds are obtained for a parameter 
dependent solution, which can’t be directly 
computed. By making use of them, a quadratic 
performance index associated with a discrete-time 
dynamic system can be easily estimated.  

2 PRELIMINARIES 

The following standard notations will be used in the 
sequel: NMNM ≥> , means that M – N is a 
positive definite, positive semi-definite matrix, 
respectively; the maximal eigenvalue of a symmetric 
matrix M is )(1 Mλ ; a real N x 1vector with entries 

ia is denoted NT
iaa R∈= )( , a  is the sum of 

its entries and 0≥a means that its entries are 
nonnegative; I denotes the identity matrix; all 
matrices are n x n. Define also the vector sets: 
 

}1,0:)({ =≥∈=≡Ω ωωωω NT
iN R  
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}1:,...,2,1,)({ ==∈=≡Ω i
NT

iiN Ni ωωω R  
Consider the parameter dependent DALE 
      )(),()(),()( ββααβαα BPAPAT −=−        (1) 
The perturbed coefficient and right-hand side 
matrices are given by: 

aaa AAAA Ω∈+++= ααααα ,....)( 2211

bbbBBBB Ω∈+++= βββββ ,...)( 2211  
All matrices T

jji BBA =, are fixed, while the 

vectors βα , are constant, but not fixed. Note also, 
that the uncertain vectors reflect the action of 
independent perturbation factors.  
Definition 1. If ba Ω∈Ω∈ βα , , it is said that the 

vector couple ( βα , ) belongs to the set ba ,Ω . 

If bjai bjai ,..,2,1,,,..,2,1, =Ω∈=Ω∈ βα , 

it is said that the vector couples ( ji βα , ) belong to 

the set ba,Ω . 

It is well known that the solution ),( βαP in (1) 
is a positive (semi-) definite matrix for all 

ba,),( Ω∈βα for any given positive (semi-) 

definite matrix )(βB , if and only if )(αA  is a 
stable in the discrete-time domain matrix, i.e. its 
eigenvalues lie inside the unit circle for all α . The 
main purpose of this research is to derive parameter 
independent upper bounds for the solution, its 
maximal eigenvalue and trace. Before that, the 
following important result will be presented. 
Lemma 1. If M denotes some symmetric matrix, 

aM Ω∈αα ),(  denotes a polytope with vertices 

aiM i ,..,2,1, = ,  

)()()(~ ααα MMMM T−=

i
T
iii MMMM −= , 

 then the following statements hold for all vectors 
βα , and all integers i, j and s: 

 ,0,0)(~ >⇔> iiMM α    (2)               

 0,0)( ≥−⇔≥− jBMBM β   (3) 

 00)()(~ ≥−−⇔≥− si
T
i BMMMBM βα  (4) 

Proof. Suppose that αα ∀> ,0)(~M .  

Since aa Ω⊆Ω , then ,0>iiM ai Ω∈∀α , by 
necessity, which proves the necessity part of (2). If 

all matrices iiM  are positive definite, then for all 
α one has: 

0)()(
,1,1

2 >++= ∑∑
<==

jjii

a

jiji
ji

a

i
iii MMMM αααα   (5)                                

Since 
≥+ j

T
ji

T
i MMMM ,i

T
jj

T
i MMMM +  

it follows that 
              ααα ∀≤< ),(~)(0 MM                     (6)                             
which proves the sufficiency part of the Lemma. 
The proof of statement (3) is obvious and is omitted.  
Suppose that matrix )()(~ βα BM − is positive 

semi-definite on ba ,Ω . This means that  

basisii BM ,),(,0 Ω∈∀≥− βα  
by necessity, which proves the necessity part of 
statement (4). Let all matrices sii BM − are positive 
semi-definite. Having in mind (5) and (6), for any 
given bs ,..,2,1= , one gets: 

s
T

s BMMMBM −−=−≤ )()()(~0 ααα                       
By making use of  (3) the proof of the sufficiency 
part of statement (4) follows easily.    

3 UPPER MATRIX BOUNDS 
Denote 
      )()()( ααα XAAXS T−= , aΩ∈α         (7)                              

          aiXAAXS i
T
ii ,...,2,1, =−=               (8)                             

Theorem 1. Let all matrices jB in (1) are positive   
(semi-) definite. If there exists some positive definite 
matrix X, such that all matrices in (8) are positive 
definite, then the positive (semi-) definite solution of 
the DALE (1) has the following upper parameter 
dependent bounds:                                             
  XPU ),(),( 11 βαλβα =  (9) 

 )()(),()(),( 12 βαβααβα BAPAP U
T

U +=  (10) 

 =),(1 βαλ max )]()([ 1
1 αβλ −SB  (11) 

Proof. Obviously, )(βB in (1) is a positive (semi-) 

definite on bΩ matrix if and only if matrices jB  
are positive (semi-) definite. If all matrices in (8) are 
positive definite, then )(αS in (7) is a positive 
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definite on aΩ matrix, in accordance with statement 
(2) applied for 

aiAXMXM ii ,..,2,1,, 21 === . 

These facts guarantee that )(αA is a stable matrix 

for all vectors in aΩ and ),( βαP in (1) is a 
positive (semi-) definite matrix for all vector 
couples ba,),( Ω∈βα , in accordance with 
Lyapunov’s stability theory for discrete-time 
systems. From (11) it follows that 
           ),()(),(1 βαβαλ BS ≥ ba,),( Ω∈βα  
Denote  

),(),(),( 1 βαβαβα PPU −=Δ  
Having in mind (7), (9) and (11) one gets:  
 ),()(),()()( βααβααβ PAPAB T −≥−   
Using (1), it follows that                                       

0),()(),()( ≤Δ−Δ βααβαα AAT  
This is possible if and only if ),( βαΔ is a positive                                                                               
(semi-) definite matrix, i.e.                

),,(),( 1 βαβα UPP ≤ ba ,),( Ω∈∀ βα  
This proves the bound (9). Taking into account (1) 
and (9) the bound (10) follows. 

Since the purpose is to obtain parameter 
independent solution bounds, matrices (9) and (10) 
need to be additionally bounded.  
Definition 2. A scalar 1λ is said to be the maximal 
eigenvalue of a parameter dependent matrix 

),( βαN if 1λ is an eigenvalue of ),( βαN for 

some ba,),( Ω∈βα and )],([11 βαλλ N≥ for all 

ba,),( Ω∈βα .  
Lemma 2. Under the assumptions made in Theorem 
1, the maximal eigenvalue of the matrix product 

)()(),( 1 αββα −= SBN in (11) is 

      =1λ bjaiSB ij ,..,1,,..,1),( 1
1 ==−λ      (12)          

Proof. If the assumptions in Theorem 1 hold, for all 
couples ba ,),( Ω∈βα , one has: ( ) 0,B β ≥  

( ) 0,S α >  matrix ),( βαN  exists, and its 
eigenvalues are nonnegative. Since all vector 
couples babaji ,,),( Ω⊆Ω∈βα , the defined in 

(12) scalar is an eigenvalue of ),( βαN . It remains 

to show that )],([11 βαλλ N≥  for all ),( βα . 
From (12) one has: 

ji BS −≤ 10 λ  
or, equivalently, for all i  = 1,..,a, and j = 1,..,b  

0)( 11 ≥−− ji
T
i BAXAX λλ  

Denote 

aiAXMXM ii ,..,2,1,, 21
11 === λλ  

From statement (4) follows that the above set of 
inequalities is valid if and only if  

0)()())(( 11 ≥−− βαλαλ BAXAX T  

In other words )()(1 βαλ BS − is a positive (semi-) 

definite matrix for all ba,),( Ω∈βα , i.e. 

),(11 βαλλ ≥ , ba,),( Ω∈βα  
This proves the Lemma. 
Corollary 1. The solution in (1) has the following 
bounds for all ba,),( Ω∈βα : 

                XPP UU 111 ),( λβα ==                   (13) 

  )()(),()(),( 12 βαβααβα BAPAP U
T

U +=     (14)       

where 1λ is given in (12). 
Proof. The parameter independent bound (13) and 
the parameter dependent one (14) follow easily 
having in mind (9), (10) and (12). 

The next result shows how the bound (14) can be 
used to improve (13) in sense of tightness.   
Lemma 2. Consider (12) and suppose that for some 
integers x = 1, 2,.., a and y = 1, 2,.., b, one has: 

yjxiSBSB ijxy ≠∀≠∀>= −− ,),()( 1
1

1
11 λλλ  

Denote yxxy BS −=Δ 1λ . The solution of the 
DALE has the following parameter independent 
upper matrix bound 
        baxyUU PP ,12 ),(, Ω∈∀Δ−= βαμ       (15) 
                                        

}
])([

1min,1min{ 1
11

−−Δ
=

jixy BSλλ
μ     (16) 

Proof. If the above supposition holds, then 
yjxiBS jixy ≠∀≠∀>−≥Δ ,,0,0 1λ  

The scalar in (16) guarantees the inequalities 
,111 xyjiU

T
iUji BAPAPBS Δ≥−−=− μλ  

for all i = 1,..,a and  j = 1,..,b. With 

xyUPM Δ−= μ1 , aiAPM iUi ,..,2,1,21
1 == , 

the above set of inequalities takes the form (4), i.e., 
it is equivalent to: 
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xyU
T

U BAPAP Δ−−−≤ μβαα )()()(0 11  
It follows that   

)()()( 1 βαα BAPA U
T + 21 UxyU PP =Δ−≤ μ  

Having in mind (14), the bound (15) is proved. 

4 UPPER SCALAR BOUNDS 
The obtained matrix bounds can be used to derive 
based on them upper estimates for the maximal 
eigenvalue and the trace of solution in (1), having in 
mind that if YX ≤ , then )()( 11 YX λλ ≤ and 

)()( YtrXtr ≤ for arbitrary symmetric matrices X 
and Y. 
Lemma 3. Consider the bounds 1UP  in (13), 

),(2 βαUP in (14) and 2UP in (15). The following 
scalar bounds for the DALE solution hold for 
all ba,),( Ω∈βα : 

       3211 },min{)],([ llllP ≤=≤βαλ        (17) 

bjaiBAPAl jiU
T
i ,..,1,,..,1),(max 111 ==+= λ   (18)             

             )( 212 UPl λ= , )( 113 UPl λ=                (19)                                    

        321 },min{)],([ ttttPtr ≤=≤βα         (20) 

              )(max 11 jiU
T
i BAPAtrt +=             (21) 

             )( 22 UPtrt = , )( 13 UPtrt =                  (22)                                 
Proof. The bounds (19) and (22) are obvious. 
Consider the upper parameter dependent upper 
matrix bound in (14). It follows that      
 

)],(),([)],([ 211 αβαλβαλ APP U≤    

for all vector pairs ba,),( Ω∈βα . From (18) one 
gets: 

bjaiBAPAIl jiU
T
i ,..,1,,..,1,011 ==≥−−   

When statement (4) is applied for 
aiAPMIlM iUi ,..,2,1,, 21

11 === , 
one gets: 

)],()(),()( 11 βαβαα BAPAIl U
T +≥    

for all ba,),( Ω∈βα , which proves the bound in 

(18). In fact, 1l is the exact maximal eigenvalue of 

the parameter dependent matrix ),(2 βαUP in (14), 
in accordance with Definition 2.  

Consider the trace bound in (21) and the based 
on it inequalities: 

sitbaBtrAPAtr sisiU
T
i ,,)()( 1 ∀≤+=+  

Denote siis bata −−= . For any given 

aΩ∈α and s = 1,2,..,b, one gets: 

)()(0
,1,1

2
jsis

a

jiji
ji

a

i
isi aaat ++=≤ ∑∑

<==

αααα  

 
Since

sji

a

jiji
ji

a

i
ii baaatt −+−−= ∑∑

<==

)()(
,1,1

2
1 αααα

 

ijjU
T
jiU

T
iji aAPAAPAtraa ≥+=+ )( 11 .  

where  
)( 11

i
U

T
j

j
U

T
iij APAAPAtra +=  

it follows that 

s

a

jiji
ijji

a

i
ii baattt −+−=≤ ∑∑

<== ,1,1

2
1)(~)( ααααα  

 Having in mind that          
0)()]()([)(~

11 ≥−−= sU
T BtrAPAtrtt ααα  

one easily gets        

)()]()([)(~
1

11 s

b

s
sU

T BtrAPAtrtt ∑
=

−−= βααα

Therefore, 
0)]()()([ 11 ≥−− βαα BAPAtrt U

T  

for all ba ,),( Ω∈βα , which proves the trace 
bound in (21).  
From (12) and (13) one gets:  

jiU
T
iUji BAPAPBS −−=−≤ 1110 λ  

for all i = 1,.., a, and j = 1,.., b. Therefore,  

11 UsiU
T
i PBAPA ≤+  

and the inequalities 3131 , ttll ≤≤ , follow.  
Therefore, bounds l and t are always tighter than 

3l  and 3t , respectively.  
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Abstract:  In this paper we consider an abstract network whose certain nodes must be visited and inspected at a given 
by the decision maker time intervals. The nodes under surveillance are previously known as well as the time 
prescribed between two successive inspections. Our purpose is to determine the optimal tours around the 
nodes, minimizing the cost of the tour, the number of agents (transportation units) performing the tour(s) 
keeping the time requirements. This task may be performed by the approach of the network flow 
programming with some new methods for determining the most cost effective cycles and the number of 
agents. Two exhaustive numerical examples are given which illustrate the method in details. 

1 PRELIMINARY COMMENTS 

The problem of cyclic tour of objects (points) on an 
arbitrary network by mobile transport units, including 
mobile robots, for executing operations there – goods 
transportation, points control, information gathering, 
etc. is a present day one of the daily practice in many 
business activities. When cyclic tour is a must the 
necessity of circulation of the transport units (agents), 
the cost minimization and thereafter –the route 
optimization is evident. This includes minimization of 
agents’ number (transportation units), of time 
(distance), passing cost etc. 

In many cases along with the pointed out 
requirements additional constraints are imposed 
according to which the time of one cycle must not 
exceed the minimum time necessary between two 
successive visits of each object under surveillance. 
This complicates considerably the optimization 
problem as it cannot be carried out with the classic 
optimization procedures for the circulation on a 
network. 

A procedure, similar at first glance is described 
in (Sgurev, V, S. Drangajov, Optimal Circulation of 
Mobile Robots) but without the additional con-

straints for limitation of the time between two 
successive inspections. In the present work we try to 
do this, viz. – to propose an iterative procedure for 
solving of the class of problems described above 
together with the additional constraints. 

2 FORMALIZATION 

An oriented graph G(X,U) is introduced (Sgurev, V 
Network Flows with General Constraints,1991,) 
with a set of nodes (vertices, points) X={x1, x2, ..,xn} 
and a set of edges (arcs) U={u1, u2, ..,um}. 

The following denotations will be used: 
Uxxu jik ∈= ),(  ― a single arc; 

}),/()},{()( UxxjiUI ji ∈=  ― the set of 
indices’ pairs of existing arcs. At that 

XX ⊂0 ― is the set of all points subject to 
compulsory monitoring; 

0\' XXX = ― a set of intermediate points; 
1−Γx  ― direct mapping (all nodes connected by 

outgoing arcs) of node x ϵ X; 
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1−Γx  ― reverse mapping (nodes connected by 
incoming arcs) of node x ϵ X; 

),( jiij xxgg =  ― time (value) for passing of 

a transportation unit (agent) along the arc ),( ji xx ; 
Ri = R(xi) ϵ X0 ― the maximum admissible time 

interval between two inspections of the node (object) 
xi ϵ X0; 

)(),();,( UIjixxff jiij ∈=  ― arc flow 
function (Sgurev, V, Network Flows with General 
Constraints,  1991) 

At the assumptions made the motion of the 
transportation unit (agent) may be described in 
general as network flow circulation (Sgurev, V, 
Network Flows with General Constraints, 1991) of a 
discrete network flow. The tour of the points of X0 
may be carried out by one or several cycles. Near to 
this problem is the Chinese postman problem but 
with specific additional constraints. 

The flow conservation equations are as follows 
for each node from X: 

∑∑
−Γ∈Γ∈

∈=−
11

.;0
ii j

iji
j

ij Xxff  

When defining the agents’ circulation all nodes 
from X0 must enter in at least one cycle of some 
transportation unit. For this purpose for each xi ϵ X0 
we put 

.1
1

∑
Γ∈

=
ij

ijf  

The minimization of the functional 
∑
∈

→
)(),(

min
UIji

ijij fg  

guarantees total minimal run of the transportation 
units being used. 

The optimal control of the circulating 
transportation units (agents) will be determined 
through the following integer programming 
problem: 

∑
∈

→=
)(),(

min
UIji

ijij fgL ; (1) 

under constraints: for each x ϵ X 

∑∑
−Γ∈Γ∈

=−
11

;0
ii j

ji
j

ij ff  (2) 

1
1

=∑
Γ∈ ij

ijf   for each x ϵ Xo ; (3) 

fij ≥ 0 for each (i,j) ϵ I(U); (4) 
for integer values of {fij}. 

Solving the problem (1) to (4) allows defining 
the minimal number of vehicles (agents) necessary 

for a tour around all objects under surveillance as 
well as the minimal total run of these vehicles. 
Obtaining a single cycle means that it could be 
carried out by a single transportation unit, but this is 
just a dreamed particular case, which may not be 
achieved. 

Let by solving the problem (1) – (4) k in number 
cycles be received for which 

C = {C1, C2, …, Ck} = ∪
kIr

rC
∈

is a set of cycles 

of indices from  Ik = {r/Cr}; 
Xr is the set of nodes in the cycle Cr; 
Ur ― the set of arcs in the cycle Cr; 
I(Ur) = {(i,j)/(xi, xj) ϵ Ur} ― a set of all pairs of 

indices of arcs from the cycle of index r; 
∑
∈

=
)(),(

,
rUIji

jir gG ― total time needed for a 

tour along all arcs of the cycle Cr. 
It follows from equation (3) of the optimization 

problem, that for each cycle of index r ϵ Ik it is true, 
that |Xr ∩ X0| ≥ 1, and the condition for two 
successive inspections requires: for each r ϵ Ik and xi 
ϵ |Xr ∩ X0| = Xr ,0 ≠ ∅  

Ri ≥ Gr ;   (5) 
where ∅  stands for the empty set. 
For each cycle r ϵ Ik the set Xr,0 may be split into 

two subsets X'r,0 and Xʺr,0 depending on the 
observation of the requirements (5) and namely: 

X'r,0 = {xi / xi ϵ Xr,0; Ri ≥ Gr };   (6) 
Xʺr,0 = {xi / xi ϵ Xr,0; Ri ˂ Gr };   (7) 
X'r,0 U Xʺr,0 = Xr,0; X'r,0 ∩ Xʺr,0 =∅ . 
For the nodes under surveillance from X'r,0  of the 

optimal cycle r ϵ Ik relations (5) are observed and 
therefor they should be serviced by a single 
transportation unit. The other subset Xʺr,0 does not 
observe (5) and for it another cycle is being sought 
serviced by another transportation unit. Two new 
procedures – A and B, are proposed for solving this 
problem, resulting in optimal cycles, keeping the 
requirements (5). The following changes are made in 
the relations (1) to (4): 

A. Instead of equations (3) the relations below 
are used: 

1
1

=∑
Γ∈ ij

ijf , for each xi ϵ Xʺr,0 ;          (8) 

∑
∈

′′≤
)(),(

,
UIji

orijij Rfg ;                       (9) 

where )(min
0,

0, i
Xx

r xRR
ri ′′∈

=′′  is the minimum ad-

missible time between two successive inspections of 
the nodes from Xʺr,0 . 
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Solving the problem (1), (2), (4), (8) and (9) 
results in defining of one or more new optimal 
cycles in which for the nodes of Xʺr,0  the 
requirements of (5) will be observed.. 

B. Analogically the new optimal cycle for the 
nodes of X'r,0 may be defined whose duration may 
turn out to be less than the cycle r. For this purpose 
instead of (3) the following relations are used: 

1
1

=∑
Γ∈ ij

ijf  , за всяко xi ϵ X'r,0;          (10) 

∑
∈

′≤
)(),(

,
UIji

orijij Rfg ;            (11) 

where )(min
0,

0, i
Xx

r xRR
ri ′∈

=′  is the minimum 

admissible time between two successive inspections 
of the nodes from X'r,0 . 

Through problem (1), (2), (4), (10) and (11) a 
new optimal cycle is defined with a less total time 
than the previous and observing the requirements 
(5). 

Two possibilities exist after the improvement of 
the cycle r ϵ Ik : 

а) If it turns out that for the new cycles nodes 
under surveillance from Xr,0 appear for which Xʺr,0  ≠ 
∅ , then procedure A is executed again until 
reaching Xʺr,0  = ∅ . 

b) If X'r,0 = Xr,0, then for each of the cases under 
surveillance the requirements (5) are observed and 
the new cycles obtained are locally optimal. A 
transfer to the next cycle of index r+1 is made with a 
new execution of procedures A and B. 

If after repeated application of procedure A 
nodes from Xr,0 remained for which the requirement 
(5) is not observed, then no solution exists for these 
nodes. The procedures described result in locally 
optimal solutions for the necessary number of 
transportation units (cycles) and the tour planning. 

Two numerical examples are given below which 
demonstrate the abilities and the efficiency of the 
methods proposed. 

3 NUMERICAL EXAMPLES 

EXAMPLE # 1: An oriented graph of 11 nodes (|X| 
= 11) and 15 arcs (|U| = 15) is shown in Fig. 1. 
Objects under surveillance are: 
X0 = {x3, x4, x9, x10};                 (12) 
and they are marked by thick lines and the remaining 
by dotted lines. The maximum admissible time 
between two successive visits is shown beside each 
node under surveillance of Fig. 1. 
R2 = R(x2 ) = 15; R4 = 8; R9 = 9; R10 = 22. 

 
                         x10                                                   x11                                                              x2                                                                 x3 
                22                                                                                                                               15 
                                         4                                                                                         2 
               C2→    5                               6                         C1→   4                                    1 
 
 
                                                           8           x4                                       x5                                   x6 
                   x1 
                                                1                                5                                   2 
                                                        C4→                                                                  C3→ 
                                        2                       3                                    1                                  1 
 
                                                                                                                                                                 x9 

                                                       x7                  6               x8                 2             9 
 

     Fig. 1 
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In the same Fig.1 the nodes’ indices {xi} are marked, 
and next to each arc is the given the numerical value 

of the arc estimation {gij}. These data are 
summarized in Table #1. 

 
 

Table #1 
 

# #Arc index {xij} x1,7 x2,3 x3,6 x4,1 x4,5 x5,2 x5,6 x6,9 x7,4 x8,5 x8,7 x9,8 x4,11 x11,10 x10,1 

1 Arc estimation {gij} 2 2 1 1 5 4 2 1 3 1 6 2 6 4 5 
2 Arc flows {fij} for cycles C1 and C2 1 1 1 0 0 1 0 1 1 1 0 1 1 1 1 
3 Arc flows {fij} for cycle C3 0 0 0 0 0 0 1 1 0 1 0 1 0 0 0 
4 Arc flows {fij} for cycle C4 1 0 0 1 0 0 0 0 1 0 0 0 0 0 0 
5 Arc flows {fij} for cycle C5 1 1 1 0 1 1 0 1 2 0 1 1 1 1 1 
 
 

 
The objective function L and equations (1) to (4) 

are as follows: 
L = 2f1,7+ 2f2,3+ f3,6+ f4,1+ 5f4,5+ 4f5,2+ 2f5,6+ 

f6,9+3  
 
f7,4+ f8,5+ 6f8,7+ 2f9,8+ 6f4,11+ 7f11,10+ 5f10,1 → 

min; (13) 
observing constraints: 
 
1.  f1,7 - f4,1 - f10,1 = 0; 
2.  f2,3 - f5,2 = 0; 
3.  f3,6 - f2,3 = 0; 
4.  f4,1 + f4,5 + f4,11 - f7,4 = 0; 
5.  f5,2 + f5,6 - f4,5 - f8,5 = 0; 
6.  f5,6 - f4,5 - f8,5 = 0; 
7.  f7,4 - f1,7 - f8,7 = 0; 
8.  f8,5 + f8,7 - f9,8 = 0; 
9.  f9,8 - f6,9 = 0; 
10.  f10,1 - f11,10 = 0; 
11.  f11,10 - f4,11 = 0; 
12. f3,6 = 0; 
13. f4,5 + f4,1 + f4,11 = 1; 
14. f9,8 = 1; 
15. f9,8 = 1; 
16. fi,j ≥ 0 for each (i,j);  

 
at integer values of the variables {fi,j }.  

For solving the problem (1) to (4) the specialized 
software Weboptim (Genova K., et. al., 2011) was 
used, designed and developed in IICT-BAS. The 
optimal solution for {fi,j } without observing the 
requirement (5) is shown in row 2 of Table 1. The 
maintenance of the four points under surveillance 
{x3, x4, x9, x10} is carried out by two transportation 
units circulating  in two cycles with parameters  C = 
{C1, C2} ; Ik = {1,2}. 

1. First cycle - C1, for which  
X1 = {x2, x3, x6, x9, x8, x5, x2,}; 
U1 = {x2,3, x3,6, x6,9, x9,8, x8,5, x5,2}; 
I(U1) ={(2,3), (3,6), (6,9), (9,8), (8,5), (5,2)}; 
G1 = 11; |X1 ∩ X0| = 2; 
X1,0 = {x3, x9}, at which for the node under 

surveillance x3 condition (5) is observed. R3 = 15 ≥ 
G1 = 11. Therefore X'1,0 = {x3} and the node should 
be maintained by the transportation unit circulating 
along the first cycle C1. 

The requirement (5) is not observed for node x9, 
as R9 = 9 < G1 = 11 and as so Xʺ1,0 = {x9}. Another 
appropriate cycle is sought for this node.  

2. Second cycle - C2, for which 
X2 = {x1, x7, x4, x11, x10, x1}; 
U2 = {x1,2, x7,4, x4,11, x11,10, x10,1}; 
I(U2) ={(1,2), (7,4), (4,11), (11,10), (10,1)}; 
G2 = 20; |X2 ∩ X0| = 2; 
X2,0 = {x10, x4}, at which for the node under 

surveillance x10 condition (5) is observed, as R10 = 
22 ≥ G2 = 20. Therefore X'2,0 = {x10} and node x10 
should be maintained by the transportation unit 
circulating on the second cycle C2. 

The requirement (5) is not observed for node x4, 
as R4 = 8 < G2 = 20 and as so Xʺ2,0 = {x4}. Another 
appropriate cycle should be sought and a new 
transportation unit for this node. The following 
procedures A result in defining of new cycles for 
{x9, x4} for which conditions (5) are observed. 

3. Third cycle - C3, for which X'1,0 = {x9} and 
instead of (3), (8) and (9) are used, viz. 

f9,8 = 1; (14) 
∑
∈

≤
)(),(

;9
UIji

ijij fg  (15) 

The optimal solution of the problem (1), (2), 
(14), (15), (4) is shown in row 3 of Table 1. 

X3 = {x5, x6, x9, x8, x5}; 
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U3 = {x5,6, x6,9, x9,8, x8,5}; 
I(U3) ={(5,6), (6,9), (9,8), (8,5)}. 
The node under surveillance x9 will be 

maintained by a new transportation unit circulating 
along C3. 

4. Fourth cycle - C4 is related to finding of 
optimal solution, observing requirements (5) for 
Xʺ2,0 = {x4}. In the problem (1) to (4) instead of (3) 
the relations 

f4,5 + f4,1  f4,11 = 1;   (16) 
∑
∈

≤
)(),(

;8
UIji

ijij fg   (17) 

are used. 
The case is solved by the same software product 

and the solution is shown in row 4 of Table 1. It 
shows the following parameters of the cycle C4: 

X4 = {x4, x1, x7, x4}; 
U4 = {x4,1, x1,7, x7,4}; 
I(U4) ={(4,1), (1,7), (7,4)}. 
The node under surveillance x4 will be 

maintained by a new transportation unit circulating 
along C4. At that for each of them the time of two 
successive visits is less than the admissible i.e. 
keeping the requirements (5). 

In Example #1 considered locally optimal 
solutions are obtained by the method and the 
procedures proposed for periodical maintenance of 
the four points (objects) under surveillance {x3, x4, 
x9, x10} by the respective transportation units moving 
along cycles {C1, C2, C3, C4}. 

EXAMPLE # 2: Let under the same conditions 
of Fig. 1 and Table 1 a problem be set for cyclic tour 
of the four points under surveillance by a single 
cycle and a single transportation unit. For this 
purpose the following changes should be made in 
the problem (1) to (4): 

a) instead of (3) we put 
f3,6=1; f8,7=1; f10,1=1; 
f4,5 + f4,1  f4,11 ≥ 1. 
b) instead of (4) the following is required: 
fi,j ≥ 0 for each (i,j) ϵ I(U). 
Under these conditions the optimal solution for 

{fi,j}is shown in row 5 of Table 1. 
5. Fifth cycle - C5 for which  
X5 = {x5, x2, x3, x6, x9, x8, x7, x4, x11, x11, x10, x1, x7, 

x4, x5,}; 
U5 = {x5,2, x2,3, x3,6, x6,9, x9,8, x8,7, x7,4, x4,11, x11,10, 

x10,1, x1,7, x7,4, x4,5}; 
I(U5) ={(5,2), (2,3), (3,6) (6,9), (9,8), (8,7), (7,4), 

(4,11), (11,10), (10,1), (1,7), (7,4), (4,5}. 
G5 = 44; |X5 ∩ X0| = 4; 
X5,0 = {x3, x4, x9, x10}, at which for all four nodes 

under surveillance requirement (5) is not observed as 
R3 = 15 < G5 = 44; R4 = 8 < G5 = 44; R9 = 9 < G5 = 44; 
R10 = 22 < G5 = 44. So, one cycle with a single 
transportation unit is not enough to satisfy the 
requirement for maximum admissible time intervals 
for visiting the nodes under surveillance. 

The cycle is shown in the next Fig. 2. 
 

 
                         x10                                                   x11                                                              x2                                                                 x3 
                22                                                                                                                               15
                                         4                                                                                         2 
                          5                                6                         C5→   4                                    1 
 
 
                                                           8           x4                                       x5                                   x6 
                   x1 
                                                1                                5                                   2 
 
                                        2                       3                                    1                                  1 
 
                                                                                                                                                                 x9 

                                                       x7                  6               x8                 2             9 
 
     Fig. 2 



39 
 

4 SUMMING UP 

Comparing examples #1 and #2 the following 
conclusions may be drawn up: 

1. When using a single optimal cycle C5, one 
optimal unit respectively neither of the requirements 
(5) for the points under surveillance are satisfied. 
This is due to the significant time – 44 units for the 
tour of these nodes. 

2. With two optimal cycles - C1 and C2 two 
agents are necessary. For a part of the nodes {x3, 
x10} the requirements (5) are observed and for the 
two other nodes - {x4, x9} this is not possible. The 
tour duration for the two cycles are G1 = 11; G2 = 20 
units respectively. 

3. With four locally optimal cycles - C1, C2, C3, 
C4 all technological requirements (5) concerning the 
tour duration are observed. The durations are 11, 20, 
6, and 6 units respectively. 

The two numerical examples described demons-
trate the abilities and the efficiency of the iterative 
method for discrete optimization of network flow 
cycles with additional constraints proposed in the 
present work. 
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Abstract: In the paper an information system is described that is implemented as an integrated software product 
tailored to the business and organizational structure of particular company. The system allows the 
management staff of the company to effectively control and optimize the manufacturing and realization of 
its products. The purpose of the system is to achieve integration of various processes related to the main 
activity of the company - production, storage and marketing in its own retail network - into a single 
information system. 

1 INTRODUCTION 

Modern business environment is very changeable. 
Businesses face the challenges of growing com-
petition, increased consumer expectations and 
expanding markets. This requires looking at ways 
to reduce costs throughout the supply chain, to 
accelerate the production process, to reduce the 
warehouse, to expand the product range, ensuring 
timely deliveries to customers and better overall 
service with effective coordination of global 
demand, supply and production. 

Effective use of resources together with integ-
ration (Daskalova, Kolchakov, 2000) of different 
departments during planning and implementation 
of production goals attracts more and more 
strategic attention in business management. Every 
year organizations continue to increase spending on 
information technology (IT) and their budgets 
continue to rise, even in the face of potential 
economic downturns (Petter et al, 2008).  

The IT tools for modeling (Tashev, Hristov, 
2001), data management  and deployment of infor-
mation applications evolve rapidly. For example, 
an integration of system dynamics and multi-
objective optimisation is introduces in (Aslam et al, 

2014). The research in (Lu et al, 2014) examines 
the possible adoption of distributed intelligence 
approaches in warehouse management systems. In 
order to benefit more from the system integration 
and information technology implementation, the 
scope of enterprise integration and interoperation is 
extending from intra-enterprise to inter-enterprise 
(Li et al, 2010). Thus the software tools for 
modelling, problem solving, data management and 
deployment of optimization applications have 
coevolved with generations of software systems 
(Valente, Mitra, 2007). 

The research of the impact of information 
technologies to organization performance leads to 
recognition that it is a need of connecting the 
production and information flows (Ilie-Zudor et al, 
2011). The effective analysis of information flows 
in an enterprise should include some properties of 
the enterprise as well (Petrauskas, 2006).  

There are some realizations of software com-
ponent architecture for supply chain management 
across dynamic organizational networks that 
consist of existing systems supplemented with new 
software components (Verwijmeren, 2004). The 
progress of market economy and information 
technology puts forward design ideas based on the 
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traceability requirements of common model of the 
supply chain, and the whole process of dynamic 
management (Xu and Zhao, 2014). 

To remain competitive, business organizations 
have to change their own practice and procedures. 
Many of them consider implementation of Enter-
prise resource planning (ERP) systems. But the 
implementation of ERP systems is difficult and 
places tremendous demands on corporate time and 
resources. Adaptation of the specific business model 
and integrated processes that are strictly individual 
for the company to packaged software is very 
complex and sometimes even impossible. The 
theory and practice of ERP do not provide a uniform 
approach for determining the sequence of im-
plementation of the various possible components 
(particular modules) of the system. Many ERP 
implementations have been classified as failures 
because they did not achieve predetermined 
corporate goals (Umble et al, 2003). It is still a need 
of development of new tools for business that 
provides rapid and universal integration of various 
software applications based on business processes 
and prospects for the enterprise growth and progress. 
The above consideration allows us to define several 
requirements for these tools as: 

• connection of the production and 
information flows;  

• use modern tools for modeling and data 
management;  

• be a basis for generations of software 
systems for IT applications; 

• creation conditions for sustainable 
competitive advantages in a dynamic 
environment. 

The proposed in this paper system tries to 
implement these requirements. It aims to achieve 
integration of various processes related to the main 
manufacture, storage, sales in shops of the company 
in a unified information structure. Thus the overall 
production process and the management of the 
company can increase their effectiveness. The 
purpose of the proposed integrated system is to 
design a framework tailored to operations and 
organizational structure of one company. 

2 INTEGRATION IN TAILORED 
FRAMEWORK  

Associating information, processing power and 
communication capabilities with products them-
selves and their environment may be an effective 

way to help people and corporate management 
systems.  

The aim is to create sustainable competitive 
advantages in dynamic environments according to 
appropriate strategic moves. 

The company realized that implementation of 
ERP systems is difficult because their underlying 
business processes do not coincide with those of the 
enterprise. The company has specific strategic goals, 
namely, entering and expansion on foreign markets 
with different trade policies. It has to be taken into 
account the geographical aspects of the organization 
of the company. Its employees, departments, assets, 
retail network, foreign contractors and customer 
base are distributed. Dynamically changing market 
environment and regulations is another complex 
factor. It has been considered that purchasing and 
adaption of ERP system require high cost and time 
resources to reflect specific characteristics of 
activity of the enterprise, the characteristics of its 
production, its organizational structure and its 
strategic and long-term development goals. 

The integrated information system associates 
various processes incorporated with the main 
production, storage, and store sales of the company 
in a single data structure. The information system is 
fully compatible with 

– Specifics of the company;  
– Its characteristics;  
– Type of production;  
– Organizational structure;  
– Strategic development goals. 

The integrated software system is built on a 
modular basis, comprising all of the typical com-
pany processes and activities in order to improve 
and support their effective management. Thus the 
modules of the integrated system are associated 
with: 
1. planning and production management; 
2. control of basic materials for manufacturing; 
3. control and monitoring of the production 

process; 
4. effective management of human resources; 
5. control and effective management in the 

realization of finished products; 
6. efficient processing of data and feedback from 

customers. 

2.1.1 Planning 

The “planning” is a very essential module for the 
integrated system. It includes the following 
information: 
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– Description of the product according to the 
stages of its production; 

– Overall planning of interrelated contracts 
for production; 

– Assessment of physical security and 
utilization of various types of production 
resources; 

– Consideration of quantitative and 
qualitative results of the production. 

The integrated software is based on a custom 
system, i.e. the production department receives 
orders for production. The orders are individual or 
serial. 

Mandatory elements of each order are: 
– Type of the product; 
– Season and year; 
– Basic materials; 
– Model quantities in size; 
– Sales prices in the respective countries. 

In production planning it is necessary to consider 
all materials that are required for the respective 
produced article, its type and the ordered quantity 
(by size). For this purpose, for each article a unique 
(nonrecurring) barcode that includes the order 
number, year and season, model, basic material and 
size is formed. Through this barcode the production 
stage of each product can be monitored. It also 
facilitates the storing (warehouse data) and its 
subsequent realization in shops in the country or 
abroad. Serial orders require the formation of so 
called “process maps” (Technology Map) that are 
used as guides during the production process. The 
Technology Map contains also the specifications of 
the auxiliary materials used in the production of the 
respective product. For individual orders it is 
necessary to keep records of the individuals that 
have ordered the particular article. 

2.1.2 Control of basic materials 

The module “control of basic materials for 
manufacturing” contains detailed information about 
material procurement with the aim to optimize the 
stock of basic and auxiliary materials, ensuring the 
availability of supplies in production planning and 
taking serial and individual orders. 

The basic supplies for the production are 
different materials. Accountability of the materials 
includes information about the suppliers and their 
references. For the statistics purposes of marketed 
production it is necessary to account a number of 
specific characteristics of the material – its com-
position, type, origin, colour and other charact-

eristics fully describing the materials. These are 
elements that are automatically printed on the label 
of the finished product. 

Upon delivery of material, it receives a serial 
number according to the provider and it is assigned a 
barcode taking into account the season and year of 
delivery. Basic material’ catalogues are distributed 
with the associated barcodes and thus facilitate the 
customer’s order system. 

2.1.3 Production process 

The module “control and monitoring of the 
production process” includes a wide range of 
information and combines and systematizes the 
various indicators of overall production process - 
from the time of receipt of an order to completion of 
the product. These indicators are related to specific 
technology production period, quality indicators, etc. 
The main item in this module is the customer’s order 
system that forms a unique barcode for each item. 
Besides the elements of barcode described in the 
above modules, a serial number of each order is 
added here. This “extended” barcode is affixed on 
the individual order or on the technology map for the 
serial orders. 

The automated system of autonomous barcode 
readers is built in order to gather information from 
different control points in the enterprise, thus 
providing means to control and monitor the prod-
uction process. Control points are determined by the 
specialists from the technical control department 
(quality inspectors). When a product is identified by 
its barcode on the control point, the readers fix it in 
an event that reflects the successful passing of the 
product. This method of tracking the products during 
the production process provides real time infor-
mation about the certain stage of the process and the 
overall status. The control points can be equipped 
with a display that shows the last item and the total 
number of items that have already passed through it. 
The item is accounted in the system as “ready”, once 
it passes through the last control point and is 
recognized by the system as “ready production”. 
This method of data and indicators collection 
provides comprehensive information about events, 
the stage of the production process of the serial 
orders and the possible disruption in the production 
process, etc. 
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Figure 1.  

 
 
2.1.4 Management of human resources 

The module “management of human resources (HR)” 
includes information from the various existing and 
integrated enterprise systems that measure certain 
indicators regarding staffing, and technological 
operations performed by each single worker or team. 
This allows different indicators to be aggregated, 
classified and associated to the manufacturing process 
in order to give more complete information about the 
company’s activity. Based on the company’s long 
lasting traditions and experience in its production it 
has defined a complete set of basic technological 
operations for the preparation a certain type of 
products. There is a complete listing of various 
operations, containing the required time for their 

implementation that was experimentally defined. The 
human resource management system takes into 
consideration the experience of each employee gained 
so far, the activities each one performs, the 
employee’s daily operations; and prepares daily, 
weekly and monthly reports on labour participation 
rate. It also provides information how many 
hours/days a worker was not working due to 
ineffective organization, workload planning, etc. The 
data from these subsystems is used in the other 
modules in the integrated system for determining the 
remuneration of workers. These data can also be used 
for the assessment of the skills of each worker and 
assigning the most appropriate process in which each 
one can participate and be most effective. 
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Thus the software collects, correlates and com-
plements indicators related to the company’s human 
resources with data according to the overall activity 
of the company and allows the analytical treatment 
of the resulting information. 

2.1.5 Control and management of finished 
products 

The module “control and effective management in 
the realization of finished products” includes 
information on finished products, their location 
(warehouse, retail network, in transit in the country, 
abroad etc.), specifications, stocks, etc. 

The information system "Retail network 
(Stores)" is presented virtually as a whole, but 
geographically it is distributed in its individual parts 
(as separate stores or shopping stocks) and it is 
reflected in additional indicators. 

For the purposes of the effective stores manage-
ment, the barcodes that were developed during the 
production of each unique item are used here. All 
activities of the warehouse (e.g. "entering the store ", 
"discharge of store and exit to store”", "revision") 
are automated and facilitated through registering 
only by barcode reader. The barcode of each unit 
received in the warehouse contains information on: 

The order, from which it was produced, 
including date and season; 

- Material, with its characteristics – supplier, 
composition, colour and type; 

- Cost and price, which is available in the retail 
network (in the country and abroad); 

- Current location (warehouse or store); 
- Once an item is sold – the information about its 

selling price, date and location on which it was sold. 
All this information is stored in the common 

database. 
An important part of the integrated system is the 

automatic preparation of a label, which meets the 
requirements of the current legislation in the country 
where the product will be sold, including all the 
relevant documentation. The integrated system 
allows connection via the Internet between the 
central warehouse of the company and the cash 
registers in its stores. 

This allows safe and reliable supply, automatic 
setting of prices, revisions, transfers from one shop 
to another, etc. It is possible to draw a quick inquiry 
for units by different characteristics (e.g. barcode of 
similar product, providing a list sorted by key 
indicators such as order, material, pattern, colour, 
etc.). Sales are reported automatically via the Inter-
net, each event is reflected in the common database. 

The system offers the opportunity to use a 
mobile computer working on a wireless network that 
scans bar codes on products. The mobile application 
for warehouse management is developed, which 
helps to integrate the material and information flows 
in the warehouse at: 

- An inventory of stocks; 
- Acceptance of goods in a remote object. 

2.1.6 Feedback from customers 

This module contains the data about the customers 
of the company; their main characteristics used to 
prepare and specify a certain trade policy: pricing 
(for individuals, corporate, or general customers), 
discounts, terms, payment schemes, etc. 

An important element in the overall system is a 
module that contains information about the regular 
customers of the company. This statistical 
information regarding the main customers, allows 
the company to provide better and faster services 
and to formulate specific trade policy by: 

- Setting prices - individual, corporate, general; 
- Determination of discounts for a specific client; 
- Order prioritization, time for processing orders, 
production time and terms; 
- Offer individual services (measurements, 

samples, product delivery and more); 
- Individual payment schemes, etc. 

2.2 Analytical data processing  

The collected information allows making informed 
decisions on different levels: 
• On the operational level: to monitor the actual 

recruitment of the each employee‘s contribution 
in the production process, salary formation, etc.; 

• On the strategic level: the information is used in 
processes of strategic planning of staffing 
needs, planning costs for salaries, creating a 
system for benefits and rewards; 

• At a tactical level: the information is used to 
manage the recruitment, distribution and 
motivation of the employees. 

 

3 CONCLUSIONS 

The main advantage of the proposed integrated 
system is the improved coordination management of 
all resources in the company. 

The information from the receiving of the order 
for a certain product until its realization on the 
market is transferred between the various subsys-



 

45 

tems automatically and in real time. Improved 
efficiency with less working resource is achieved. 

Furthermore, the support of the information 
system for all integrated processes allows the 
management team widely applicable tool for the 
analysis of the main activity. It allows real-time 
receipt of complete information about the observed 
processes and, therefore, the discovery of important 
trends in the business. 
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Abstract:  The aim of this study is to determine the influence of the size of submatrices in a lagre scale connections 
matrix on the performance of an algorithm for non conflict scheduling with diagonal activation of joint 
submatrices (ADAJS). We have used a software model (SMADAJS) of the algorithm developed in 
MATLAB programming environment. A comparison is made with similar algorithms with diagonal 
activation of the connections matrix with respect to performance time and memory required.  

1 INTRODUCTION 

The traffic via Crossbar switching nodes is casual 
and depends on the users. The formulation of a 
conflict issue during operation of the switching 
nodes is as follows. The dimensions of switches in 
the switching nodes are N x N, where N sources of 
packet messages are connected to N receivers via the 
switch of the switching node. The traffic is random 
by nature and conflicts are available in the following 
two cases: 
• When one source of message requests commun-

ication to two or more message receivers 
• When one message receiver receives commun-

ication requests from two or more message 
sources. 

The evasion of conflicts is directly related to the 
switching node performance.  

The status of the switch of the switching node is 
represented with the so called connection matrix. For 
N x N dimensional switch the dimension of the 
connection matrix T is N x N also, where every ele-
ment Tij = 1 if the connection request from i- source to 
j- receiver exists. In the opposite case Tij = 0.  

 

A conflict situation arises if any row of the 
connection matrix has more than a single 1, which 
corresponds to the case when one source requests a 
connection with more than one receiver. The 
presence of more than a single 1 in any column of 
the matrix T also indicates a conflict situation, it 
means that two or more sources have requested a 
connection with the same receiver (Kolchakov K, 
Monov V, 2013 ).  

The problem of conflict situations is solved by 
compiling a non-conflict schedule. Algorithms using 
different approaches to obtain non-conflict schedules 
are described in (Tashev T. , 2010 ). Algorithms with 
diagonal activation of connections matrix to obtain 
non-conflict schedule are described in (Kolchakov K., 
Monov V., 2013, Kolchakov K., 2013, Kolchakov K., 
2012 ). Software models to obtain a non-conflict 
schedule through the sparse matrix-masks are 
described in (Kolchakov K., 2009 ). In tis paper, we 
study the performance of an algorithm for non 
conflict scheduling with diagonal activation of joint 
submatrices (ADAJS) by using a software model 
(SMADAJS) of the algorithm developed in 
MATLAB programming environment. 
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2 DESCRIPTION 
OF THE ALGORITHM  

The connections matrix T with N x N size, where N 
is being the degree of two, is divided into sub 
matrices (S) with dimension n x n, (n also is a 
degree of two), i.e: 

The sets of sub matrices located along the main 
diagonal are processed simultaneously in each of the 
diagonals. For submatritces in diagonals parallel to 
the main one, the principle of reconciliation is used 
(Kolchakov K, Monov V, 2013 ). 

The idea of synthesis of the algorithm ADAJS 
(Algorithm with diagonal activations of joint sub-
switching matrices) is based on the knowledge that 
the diagonal sub matrices with requests for service 
in the matrix T are non-conflict in the diagonal 
where they are located. There are diagonals with sub 
matrices of requests that are non-conflict to one 
another. Figure 1 shows joint couples of non-conflict 
diagonals with sub matrices of requests for service 
and the main diagonal of sub matrices that can not 
be jointed with anyone else (Kolchakov K, Monov V, 
2013 ). 

 
 

 
 T = [ S i j ] , i = 1- n, j = 1- n 

 
 

 
Figure 1: Diagonal activation of joint sub matrices. 

 
 
The whole process of the implementation of 

ADAJS algorithm for obtaining a non-conflict sche-
dule is divided into steps. The first step refers to the 
main diagonal sub matrices processed simultan-
eously and without conflict. The next steps are 

related to the reconciliation of the diagonals parallel 
to the main diagonal by pairs (Figure 1). 

The analytical description of the steps shown in 
Figure 1 is as follows: 
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Step1 : S11 , S22 , S33 , S44 Step3 : S21, S32 , S43 , S14 

 
Step2 : S41 , S12 , S23 , S34 Step4 : S31, S42 , S13, S24 

 
T = [ S i j ] , i = 1 - 4, j = 1 – 4 
 

The size (n) of the sub matrix determines 
the number of steps ( I ) as follows 
 

 I=N/n  (1) 
 
For N = const., I = f (n), where 1 <n ≤ N / 2. 

3 TEST RESULTS WITH ADAJS 
FOR LARGE VALUES OF N 

The software model SMADAJS, describing the 
algorithm ADAJS is written in MATLAB program-
ming language. Our study of SMADAJS software 
model is performed on Dell OPTIPLEX 745 ( Core 
2 Duo E6400 2,13GHz, RAM 2048). 

 
 

Figure 2 shows in a grphic form the performance 
time of the algorithm for values of N from N = 1024 
to N=32768. Figure 3 presents data on the speed, 
when N is ranging from 65536 to 1048576. 

The results from figures 2 and 3 enable us to 
determine the optimal values of the size size n of 
submatrices with respect to the performance time of 
the algorithm for different sizes N of the connections 
matrix. These values are shown in Table 1. 

Our study with SMADAJS also shows that the 
required memory M [KB] of the algorithm depends 
only on the size of the submatrix n, at 
 N = const. This is illustrated in figure 4. 
 

Table 1: Optimal values of the size n. 
 

 
 

 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 

Figure 2: The performance time of the algorithm for values of N from N = 1024 to N=32768. 
 
 

N 1024 2048 4096 16384 
n opt. 8 8 4 8 
N 32768 65536 131072 262144 
n opt. 8 8 4 4 
N 524288 1048576 - - 
n opt. 4 8 - - 
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Figure 3: The speed, when N is ranging from 65536 to 1048576. 
 

 
 
 
 
 
 

 
 
 
 
 
 
 
 

 
 

Figure 4: Required memory. 
 
 

 
4 A COMPARISON OF THREE 

SOFTWARE MODELS 
PERFORMANCE 

 
A software model's performance (P) is defined as a 
ratio of the non- nil resolutions to the total number 
of the solutions. R(v) is the set of the nil solutions, 
R(w) is the set of the non-nil solutions, and R is a set 
of the all solutions (Kolchakov K., 2013). 
 

R=R(v)+R(w)  (2) 
 

P=(R(w)/R).100[%]  (3) 
 
From formula (3) it is seen that when the number 

of nil solutions R(v) vanishes to nil, then the 
performance P tends to 100% (Kolchakov K., 2013). 

To facilitate the performance examination, five 
kinds of matrices for simulation of the input con-
nectivity matrix T are chosen. The special input 
matrices 2A, 2B, 2C, 2D and 2E (Kolchakov K., 2013) 
are represented on Figure 5. 
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Figure 5: The special input matrices. 
 
 

In Table 2, we have represented the investigation 
results related to the performance P of the software 
models SMADA, SMAJDA and SMADAJS for each 
of the above input matrices. 

 

 

 
Table 2: Comparison in terms of performance 
 
 

A comparison of the results in Table 2 shows 
that the performance of SMADAJS is superior than 
the performance of SMADA and SMAJDA. 

5 CONCLUSIONS 

The main conclusions of the paper are as follows. 
The optimal size of the submatrices n_opt. with 
respect to the speed is characterized by two values 
n_opt. = 4 and n_opt. = 8 for the different sizes of 
the connections matrix. The memory required is 
determined by the size of submatrices n and it does 
not exceed 200 MB. The performance of SMADAJS 
is faster than that of SMADA and SMAJDA. 
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Abstract: The In the present paper we employ the grid structure of IICT-BAS for parallel computer simulations of the 
throughput of a crossbar switch node. In our simulations we use PIM-algorithm for non-conflict scheduling 
in a crossbar node with hotspot load traffic. The obtained simulation results enable us to propose a 
procedure for optimizing the load of a grid structure in order to minimize the overall time of performance. 

1 INTRODUCTION 

Modern digital information systems are built accord-
ing to the principle of exchange of discrete portions 
of information called packets. Communication nodes 
in these systems are called router and switch. A 
crossbar switch node routes traffic from the input to 
output where a message packet is transmitted from 
the source to the destination. The randomly 
incoming traffic must be controlled and scheduled to 
eliminate conflict at the crossbar. The goal of the 
traffic-scheduling for the crossbar switches is to 
maximize the throughput of packet through a switch 
and to minimize packet blocking probability and 
packet waiting time (Kang, et all., 2013). This is 
assured by the algorithm for calculation of non-
conflict schedule which is running in the control unit 
of the switch (Scheduler, Fig.1) (Csaszar, et all, 2007). 

The problem of calculating of a non-conflict 
schedule is NP-complete (Chen, et all, 1990). In-
creasing data volumes (Атанасова, 2010) and increa-
sing the speed of transmission lines of commun-
ication require new, more efficient algorithms for 
the calculation of the conflict-free schedule. The 
efficiency of these algorithms can be verified with a 
formal or simulation tools. 

 
Figure 1: Third generation crossbar switch structure. 

The efficiency of the algorithms for switches in 
the first place can be evaluated by using bandwidth 
output channels (throughput) (Kolchakov, 2010,  Kang, 
et all., 2013). The incoming traffic may be uniform or 
non-uniform. The study of an algorithm's throughput 
begins with modeling of the switch throughput under 
uniform load traffic (uniform i.i.d. Bernoulli traffic). 
The next step is to investigate the algorithm's 
throughput under non-uniform traffic (.Chang, 2012). 

In the previous paper (Ташев, et all, 2013) we 
proposed a numerical procedure for calculating the 
upper boundary of the throughput for crossbar 
switch node using the results of a simulation 
throughput. If throughput of a crossbar node increa-
ses to a certain limit (monotonically), the procedure 
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provides one unique solution. We performed 
simulations for a specific algorithm for non-conflict 
schedule, a model for incoming traffic and a load 
intensity. Our modeling of the throughput utilizes 
PIM-algorithm (Anderson, et all, 1993), Chao-model 
for hotspot load traffic (Chao-Lin, Yu, et all , 2007) 
and ρ=100% load intensity of each input (i.i.d. 
Bernoulli) (Tashev, 2011). In this case the throughput 
of the crossbar node increases monotonically to a 
certain limit. In case of a size n of the switch field: n 
∈ [3,70] and the scale i of input buffers loading for 
Chao-model : Chaoi, i ∈ [1,10] the results are shown 
in Fig.2 (Tashev, 2011).   

To increase the accuracy of the numerical 
procedure the simulations should be performed for a 
large size of the switch field and in a large scale of 
input buffers loading for Chao- model. Such 
simulations and the necessary computations are 
commonly carried out by using grid-computer 
structures. In this case we should solve the problem 
for optimal loading resources of the grid structure 
for parallel computer simulations. 

 

 
Figure 2: Throughput of PIM-algorithm with Chao (C-1, 
2, 3, 4, 5, 10) traffic (Tashev, 2011). 

In this paper we will research in what conditions 
for parallel simulations the values of the time load of 
processors of grid structure will be equal. In 
particular, for scale i=const, how to divide the 
interval [n1, n2] modeling the size of switch field n 
by subintervals for this aim. 

2 CONDITIONS FOR THE 
SIMULATION  

Our simulation of the throughput utilizes a PIM-
algorithm specified by the apparatus of Generalized 
nets (Atanassov, 1997). The utilized GN-model for the 
PIM-algorithm is specified in (Tashev, Monov,  2012). 
The transition from a GN-model to executive 
program is performed as in (Tashev, Vorobiov, 2007) 
using the program package VFort of the Institute of 
mathematical modeling of Russian Academy of 

Sciences (Vabushkevich, 2009). The source code has 
been executed by means of Windows XP SP2 and 
IBM PC compatible computer with Intel Pentium IV 
3 GHz and 2 GB RAM.   

We utilize a family of patterns of a traffic matrix 
T for a non-uniform traffic simulation based on the 
hotspot (Chao) model (Tashev, 2011). This model is 
given by: λii = 0,5ρ for i = j and  λij = 0,5ρ/(n-1) 
otherwise,  i, j ∈ 1, … , n, where ρ is the load 
intensity (i.i.d. Bermoulli) of each input (Chao-Lin, 
Yu, et all , 2007).  

The times of simulations for Chaoi, i∈[1, 10] and 
n∈[3, 70] are shown in Fig.3 (the average values of 
time by 10 000 simulations for each n). In the 
figures below, Chaoi is denoted as C-i for i = 1, 2,... . 
The time of simulation depends linearly by scale i of 
Chao-model and depends approximately on the third 
power of the size n of commutation field.  

Let the source code has been tested on Vfort and 
then compiled by means of the grid-structure BG01-
IPP of the Institute of information and commun-
ication technologies - Bulgarian Academy of 
Sciences (http:// www.grid.bas.bg). 

 

 
Figure 3: Simulation time of PIM-algorithm with Chao (C-
1, 2, 3, 4, 5, 10) traffic (Tashev, 2011). 

The resulting executive code is performed on the 
grid-structure. One main restriction is the time for 
execution. The results for throughput and time 
executions of PIM-algorithm with Chao1 are shown 
in Fig.4 (10 000 simulations for each n, executed 
sequentially). 

 

 
Figure 4: Throughput and time of PIM-algorithm with 
Chao1 traffic by grid structure. 
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The results for throughput are identical with IBM 
PC. The results for time execution are similar - 
approximately on the third power. We can proceed 
to large-scale simulations using a grid structure. A 
main restriction is the time for  execution. How to 
divide the interval [n1, n2] by subintervals for 
parallel execution each, for our aim? 

3 CALCULATING 
OF SUBINTERVALS  

Let us assume that the variable n is continuous and 
designate it with x. Then the time execution is of the 
type y=a.x3, where a is a constant depending on the 
hardware used. In this case the area S under the 
curve y=a.x3 is equal to the general time of 
simulation. Therefore, if we divide this area into two 
equal parts, we will receive the required subintervals 
(along x) for the case of two parallel executed tasks. 
If we divide the area into three, we will receive the 
subintervals for 3 parallel executed tasks etc. 
Formally this leads to the following calculations 
(showed in Fig.5): 
 

 
 

For our case A=0, B>A. 

 

 
Figure 5: Analog approximation of half-time execution. 

We will designate the time for simulation from 
dimension A=0=n1 to dimension B (x1=B=n2 is 
given) as: 

 

S1(x1) = (1/4).a.x1
4 (1) 

 

The time for simulation equal to the half of the 
latter will be:   

 

S1/2(x1/2) = (1/4).a.x1/2
4 (2) 

   
If S1/2 is calculated as half of S1: 
 

S1/2(x1/2) = (1/2).(1/4).a.x1
4 (3) 

 

We can write:   
 

(1/4).a.x1/2
4 = (1/2).(1/4).a.x1

4 (4) 
 
And then:  
 

x1/2
4 = (1/2).x1

4 , (5) 
 
therefore   

x1/2=(1/2)1/4.x1 (6) 
 
Analogically when we divide into 3 equal parts:  
 

x1/3=(1/3)1/4.x1 , x2/3=(2/3)1/4.x1 (7) 
 
Analogically 4 equal parts, etc.: 
 

x1/4=(1/4)1/4.x1    
x2/4=(2/4)1/4.x1 (8) 
x3/4=(3/4)1/4.x1  

 

Of course, the boundary of last interval is: 
 

x4/4=(4/4)1/4.x1= x1 (9) 
  

The results xi/k up to 8 equal parts are given in Table 1. 

Table 1: Numbers of boundary of subintervals.  

Tasks k 2 4 8 
subintervals 
i      1/8 

   
0,594604 

2/8  0,707107 0,707107 
3/8   0,782542 
4/8 0,840896 0,840896 0,840896 
5/8   0,889139 
6/8  0,930605 0,930605 
7/8   0,967168 
8/8 1 1 1 

 
Using the formula xi/k = (i/k)1/4.x1 we can 

calculate the boundaries for each i-subinterval in a 
given number k of subintervals.  

4 ACCURACY OF THE LOAD 
OPTIMIZATION 
WITH SUBINTERVALS  

Let us assume that the variable x is analog (Fig. 5). 
We calculate the differences between different x and 
different S1/16 (x) (y=x3) time executions - for 16 
subintervals. We build a line for differences as 
shown in Figure 6. 
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We have 2 lines:  Δ1 = x (accuracy of 4 
significant digits -Table 1) – x (exact value) (down), 
Δ2 = y (accuracy of 4 significant digits for x -Table 
1) – y (exact value of y) (up). Differences between 
different x are smaller than 0.005%. 

 

 
Figure 6: Differences between different time for S (top - 
analog 4 digits) and between different x (down) for 16 
tasks. 

Time execution, normalized for S1/16 is shown in 
Fig.7. Over a continuous x the time differences are 
smaller than 0.3% relative to the theoretical time of 
S1/16. The results for subintervals ( x is analog ) is 
very good. 

 

 

Figure 7: Differences – normalized by average for S1/16 
(down). 

Let us assume that the variable x is discrete 
(Fig.8). For n2=100, a=1.10-7, 2 subintervals, the 
error for continuous x is 2% (good). We choose the 
boundary of subintervals to be the nearest integer. 

 

 
Figure 8: Discrete approximation of half-time execution.  

For n2=100, a=1.10-7, 16 subintervals, the 
differences between different S for discrete x reaches 
40% (bad – Fig. 9). The differences between 
different discrete x are smaller than 0.5%. We 
choose the boundary of subintervals to be the nearest 
integer. In Fig. 10 are shown the times for S 
normalized by average for S1/16.  

 

 
Figure 9: Differences between the times for S1/16 (top) and 
x (down - discrete 2 digit).  

 
Figure 10: Differences between different S (down-normalized)  

Can we reduce the difference of 40%? We may 
choose for boundaries of subintervals the nearest 
integer x “plus” shift to the left by 1 (minus 1). The 
results of this choice are shown on Fig.11 (n2=100, 
a=1.10-7, 16 subintervals).  

 

 
Figure 11: Differences between diff. S for x shift left by 1. 

The difference between different S reaches 25%. 
That's the best we can get, as the following shifts do 
not improve the situation. We expect that this is 
possible when you select the interval type [1/2.n2, 
n2], n2≥200. This requires new research. Now we 
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have to check the real situation: the execution time 
of simulations on the grid structure. 

5 GRID SIMULATION 
USING THE SUBINTERVALS  

The results of the computational experiments for a 
given patterns for hotspot model of incoming traffic 
and model of PIM-algorithm, by means of the grid-
structure BG01-IPP (http://www.grid.bas.bg). 

For Chao10, n2=100 (y≈3.10-7x2.9), 4 subintervals, 
the differences between different S for discrete x 
reaches 3,5% (Fig.12 up). For Chao10, n2=200 
(y≈5.10-7x2,8), 4 subintervals, the differences bet-
ween different S for discrete x reaches 2,1% (Fig. 12 
down). 

 

 
 

 

Figure 12: Time S for Chao10, n2=100 and 200 with 4 
tasks. 

For Chao5, n2=200 (y≈4.10-8x3,2), 4 subintervals, 
the differences between different S for discrete x 
reaches 43% (Fig.13). 

 

 
Figure 13: Time S for Chao5, n2=200 with 4 tasks 

For Chao4, n2=200 (y≈3.10-8x3,1), the differences 
between different S for discrete x reaches 43%  
(Fig.14). 

We observed large as well as small differences in 
the execution time of simulations, when using 
patterns Chao3 and Chao8 (4 tasks). Above we have 
shown the extreme cases. 
 

 

Figure 14: Time S for Chao4, n2=200 with 4 tasks 

Why is that so? Such differences are expected in 
16 tasks. Why in the last two cases we have such 
differences? During the simulation for Chao10, the 
grid structure has performed 6 tasks (4 ours and two 
others). During the simulation for Chao5 and Chao4, 
the grid structure has performed more than 20 tasks 
(our tasks are 4). From this we can conclude that the 
constant a has different values depending on the grid 
load. We must keep this in mind. The building of 
Table 1 is just the beginning of the calculation 
optimization. For this purpose, we have to optimize 
our simulations using a practical procedure. 

6 THE PROCEDURE 
FOR CALCULATING 

THE SUBINTERVALS  

We give an informal description of the procedure 
for determining the subintervals for simulations the 
throughput of the switch.  

Step 1. We have a program for simulations that 
is already tested. We determine the interval [1,n2] 
for 1 hour simulation with 1 task. We run serial 
simulation. 

Step 2. We check the coefficients in y=a.x3. We 
run 5–hour serial simulation (~interval [2, 1.5 n2 ] ) 
by 2 tasks. 

Step 3. We check the coefficients in y=a.x3. We 
run 16–hour serial simulation (~interval [2, 2 n2 ] ) 
by 4 tasks.  

Step 4. We determine the differences of time for 
the tasks.  
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Step 5. We choose the interval simulation 
according to our authorized resources (CPU and 
time), starting by 5 tasks, ½ autorized time by using 
expansion Table 1. 

Step 6. We run large-scale simulations with k 
subintervals.  

Step 7. We obtain the results. If the results 
satisfy us, we stop. If the results do not satisfy us, 
we repeat from Step 4. 

Approbation of the procedure is done with the 
patterns for hotspot model of incoming traffic and 
model of PIM-algorithm. 

The procedure is applicable to simulations of 
throughput of other algorithms and different patterns 
of incoming traffic (with the complexity of 
calculation of O(n2) to O(n5) ). 

7 CONCLUSIONS 

In the present paper the possibility is investigated for 
“a priory” distribution of the resources of a grid-
structure at parallel simulation of a task with 
calculation complexity O(n3). 

An equation is derived for dividing the interval 
[1,x] of the argument n into finite number of 
subintervals which determine the processor tasks 
of  the grid-structure. The aim is for the separated 
tasks to finish simultaneously – i.e. the loading to 
be   uniform. Theoretically the suggested formula 
offers less than 2 % time lag difference in the task 
execution. During the fulfilled simulations (simu-
lation of throughput of PIM-algorithm with hotspot 
incoming traffic) are observed bigger differences in 
the time for parallel execution of 4 task. 

A procedure is suggested for decreasing of the 
differences. This procedure is useful for the initial 
period of a series of simulations. When large scale 
simulations are implemented, though, investigations 
show that it is better a directive for dynamic 
optimization to be used, for example those of 
OpenMP. 
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Abstract: In the present paper is discussed the mechanism of bank support of small and medium-sized enterprises 
(SMEs). Analysis is made of the effectiveness of the bank’s internal financial structural unit and hierarchy, 
and it is shown how the concept of Multi-Criteria Decision Analysis (MCDA) can be applied to the process 
of evaluating creditworthiness of the SMEs applications for bank loans, from the bank’s perspective. The 
presented approach aims to yield estimations of the effectiveness of the process, taking consideration of the 
aspects of uncertainty, which is an inherent part of the processes of evaluation of applications for bank 
support and evaluation of the process itself. 

1 INTRODUCTION 

Multi-Criteria Decision Analysis (MCDA) is a 
valuable tool that we can apply to many complex 
decisions.  It is most applicable to solving problems 
that are characterized as a choice among alter-
natives. It has all the characteristics of a useful 
decision support tool. It helps us focus on what is 
important, is logical and consistent, and is easy to 
use.  The MCDA is useful for: 

• Dividing the decision into smaller, more 
understandable parts;  

• Analyzing each part;  
• Integrating the parts to produce a meaningful 

solution.  
When used for group decision making, MCDA 

helps groups talk about their decision opportunity 
(the problem to be solved) in a way that allows them 
to consider the values that each views as important.  

It also provides a unique ability for people to 
consider and talk about complex trade-offs among 
alternatives.  In effect, it helps people think, re-
think, query, adjust, decide, rethink some more, test, 
adjust, and finally decide.  

MCDA problems are comprised of five com-
ponents: 

1. Goal; 
2. Decision maker or group of decision makers 

with opinions (preferences); 
3. Decision alternatives; 
4. Evaluation criteria (interests); 
5. Outcomes or consequences associated with  

alternative or interest combination. 
In general, there exist two distinctive types of 

MCDM problems due to the different problems 
settings: one type having a finite number of 
alternative solutions and the other an infinite number 
of solutions. Normally, in problems associated with 
selection and assessment, the number of alternative 
solutions is limited. In problems related to design, an 
attribute may take any value in a range. Therefore 
the potential alternative solutions could be infinite. 
If this is the case, the problem is referred to as 
multiple objective optimisation problems instead of 
multiple attribute decision problems.  

A MCDM problem may be described using a 
decision matrix. Suppose there are m alternatives to 
be assessed based on n attributes, a decision matrix 
is a m × n matrix with each element Yij being the j-th 
attribute value of the i-th alternative. 

All criteria in a MCDM problem can be class-
ified into two categories. Criteria that are to be max-
imised are in the profit criteria category, although 
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they may not necessarily be profit criteria. Similarly 
criteria that are to be minimised are in the cost 
criteria category. An ‘ideal solution’ to a MCDM 
problem would maximise all profit criteria and 
minimise all cost criteria. Normally this solution is 
not obtainable. The question is what would be a best 
solution for the decision maker and how to obtain 
such a solution? 

In paper (Xu, Yang, 2003) is shown that many 
small and medium enterprises (SMEs) in the UK use 
the beta (Business Excellence Through Action) 
approach to the EFQM Excellence Model to conduct 
business excellence self-assessment, which is in 
essence an MCDA problem. This paper introduces a 
decision support software package called Intelligent 
Decision System (IDS) to implement the beta 
approach. It is demonstrated in the paper that the 
IDS-beta package can provide not only average 
scores but also the following numerical results and 
graphical displays on:  

• Distributed assessment results to demonstrate 
the diversity of company performances. 

• The performance range to cater for in-
complete assessment information. 

• Comparisons:  
o between current performances and 

past performances, 
o among different companies, 
o among different action plans. 

• Strengths and weaknesses. 
The IDS-beta package also provides a structured 

knowledge base to help assessors to make judgments 
more objectively. The knowledge base contains 
guidelines provided by the developers of the beta 
approach, best practices gathered from research on 
award winning organizations, evidence collected 
from companies being assessed and comments 
provided by assessors to record the reasons why a 
specific criterion is assessed to a certain grade for a 
company. Four small UK companies, the industry 
partners of the research project, have carried out the 
preliminary self-assessment using the package. The 
results and experience of the application are 
discussed at the end of the paper (Xu, Yang, 2003). 

2 COOPERATION AND 
COMPETITION WITH 
THE RELEVANT PARTNERS 
IN THE MARKET 

Competition for investments from other PE equity 
funds is expected to be low due to small number of 
locally active funds, the fact that most are fully 
invested, their investment focus, and as well 

negative track record of some international players. 
Based on geography mandated and on-the-ground 
presence competing funds could be broadly 
classified in two categories.  
• Funds with entirely local focus and presence 

like Advance Equity Holding (generalist, fully 
invested and preparing for exit), NEVEQ (IT 
focus, venture capital, fully invested) 

• Regional or global with mandates for trans-
actions in the country like Global Finance (PE 
firm with funds targeting SE Europe), GED 
Eastern Europe Fund (generalist; targeting 
Bulgaria and Romania), Bancroft (generalist, 
targeting Eastern Europe), 3TS Capital Partners 
(generalist, targeting CE Europe), NBG Private 
Equity (generalist, SE Europe), Alpha Ventures 
which usually have limited local presence 
through a representative office with 1-2 
professionals. 

The second group of funds usually target 
investments above EUR 5 million with preferred 
size of transactions in range of EUR 10-15 million. 
Their approach to investments is usually more 
opportunistic and targets the higher end of the mid-
size company sector and companies in later stages of 
development. 

90% of the SMEs remain unevaluated from the 
existing local PE sector. Traditional bank financing 
remains currently as well hardly accessible for 
SMEs. The result is a general inaccessibility to 
growth funding for the most of SMEs in Bulgaria.  

The investment appetite of foreign PE is 
additionally reduced by the fact that several PE 
funds experienced a complete loss of single 
investments due to fraud and weak legal execution.  

The fund management maintains excellent 
professional relationship with representatives of 
local and regional private equity funds and 
institutional investors. It is highly esteemed in the 
professional community and possesses a good 
network of contacts due to multitude and variety of 
roles in the industry and this is expected to be of 
vital importance in co-operating with outside 
investors. The fund will seek in single cases 
cooperation with external capital providers where 
sizeable follow-up rounds of financing is needed 
(e.g. acquisitions, elevated CAPEX needs) or in 
cases where the initial investment is too high or 
risky. Expectation at this kind of cooperation is to 
maintain possibility to invest in high return 
opportunities by sharing risk. The cooperation with 
other PE funds will be important for the execution of 
the exit strategy e.g. seeking of pre-IPO financing, 
secondary sale etc.  
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3 INVESTMENT STRATEGY  

The individual investments in each fund’s portfolio 
should be selected based on the combination 
between the mandatory and at least one of the 
optional criteria: 
 

Mandatory Criteria: 
• Management team and human resources’ 

potential; 
• Profound market and industry knowledge; 
• Business model scalability; 
• Distinctive competitive advantages; 
• Double digit growth potential of the 

companies revenues; 
• Clear Exit Route. 
 
Optional Criteria: 
• Value-adding opportunities through process 

optimization, strategy fine-tuning;   
• Market scalability of the products (export); 
• Potential for horizontal or vertical 

integration. 
 
 

 

Figure 1: Expansion and optimization 

 
The majority of SME companies in Bulgaria 

experience difficulties in maintaining a normal life 
cycle and tend to suffer from early maturity and 
decline without being able to materialize its full 
potential. There are many reasons for this, with the 
most common being – poor management and lack of 
financing. The Fund will aim in this cases at 
eliminating these factors with different optimization 

strategies, so the company converges to its natural 
development path and then seek expansion 
opportunities. Companies that have already accomp-
lished this stage of their life cycle will be prepared 
for the next level. 

By providing equity financing, business expan-
sion and optimization can be achieved primarily 
through the implementation of various strategies: 
production capacity expansion; new product or a 
new line of products launch; commercial network 
development, process improvement and efficiency 

More than 80% of the companies are managed 
with outdated structures, based on personal skills 
and single person’s authority. We believe that 
implementation of modern business processes and 
process management would increase significantly 
profitability.  

Optimization of the marketing strategy and 
establishment of adequate financial management 
will be in most of the investment cases the other 
substantial driver for successful expansion. 

The step to the next lifecycle stage of the com-
pany will be achieved by providing equity capital 
and financial structuring of the implementation of 
one or several of the following strategies: 

• Organic growth for companies with inter-
esting and multipliable business models; 

• Non-organic growth, horizontal integration; 
• Non-organic growth, vertical integration 

across the value chain; 
• Creating regional leaders and consolidation 

plays. 
 

Investment Case 1 – initial expansion 
A diary company developing was established 

2006. Original funding came from mortgaging 
owner’s land and real estate property. These sources 
were sufficient to enable the company to become 
operational and to establish an organic production 
cycle. The sales experienced a steady double digit 
growth, but production is distributed under different 
conventional brands by the different contracted 
resellers. The owner wants to create an own brand, 
to be certified as an organic/bio producer and 
establish own/ new sales channels. The EBITDA 
increase after implementation is projected at 50%. 

 
Investment Case 2 – expansion and optimization 

Food producer established in 2001 produces a 
high class product, higher price segment. Clear 
quality leader in the segment, but brand is not well 
established on the market. Company needs to 
develop and execute winning marketing strategy. 
Need for expansion of the production cycle to 
achieve economy of scale. Need for optimization of 
process and overall management. Due to liquidity 
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problems and poor financial management the 
company is currently valuated from the owners at 
2.5 x EBITDA. After expansion and optimization 
EBITDA is expected to triple in 4 years and exit at 5 
to 6 x EBITDA would be achievable.  

 
Investment Case 3 – take to the next level, organic 
growth with a scalable business model in a highly 
fragmented segment 

Auto Repair Shop, all in one concept with 13 
different activities brought to one place, incl. car 
sales, leasing and insurance consulting, guarantee 
repairs, general repairs, sale of parts & tires, paint, 
carwash, accessories, restaurant and coffee and 
education centre for car mechanics. 

Company has 12 years experience in the 
different activities as single shops. The company has 
developed and optimized over the years an own 
business process management system for combining 
all 13 activities including the education of the 
employees, fully automated and centralized. This 
management system results in a 3 times higher 
productivity of the single employee compared to the 
averages in the industry. The resulting excess work 
free time is invested in education and bonus holiday 
as incentive. 

The company plans to multiply the concept in 
several large Bulgarian cities. 

 
Investment Case 4 – creating regional player 
through vertical and horizontal integration 

A mid size raw material processing company 
with good marketing strategy and well established 
product basket wants parallel to widen the 
production cycle and to increase the output and 
sales. Vertical integration through acquisition is 
targeted to complete the production cycle, the 
synergy effects of the integration would increase the 
joint EBITDA with 25%. At a second step an 
acquisition of a competing company would provide 
additional production capacity, a further increase of 
the synergy effects of the integration and additional 
market share. The company plans to fund their 
growth strategy with a 50% capital increase and 
debt. The investor will have an exit option after 5 
years with a projected IRR of 18%. 

4 STRATEGY FOR CREDIT RISK 
DIVERSIFICATION OF FUND’S 
CAPITAL  

Investing in growth capital in the SME sector 
involves substantial risk in general and particularly 
in emerging markets like Bulgaria.  

A significant portion of this risks results from the 
lack of business ethics in the market and a 
legislation, which doesn’t support in particular this 
kind of investments. Several cases from the 
experience of international PE players in Bulgaria 
have shown that even a complete loss of the 
investments is possible due to fraud and weak legal 
execution. We believe that the unique combination 
of experience in our team combining more than 120 
successful financial deals in the local business 
environment and our understanding of the 
peculiarities of the execution of financial deals in 
Bulgaria will be crucial for mitigating the legislative 
and fraud risk.  

In order to mitigate the business and industry 
risks, it is necessary to achieve a relative 
diversification in stages/ types of investment, 
industries, size and number of portfolio companies. 
We believe that fund needs to be able to invest in no 
less than eight companies in its total lifetime and not 
more than twelve at any moment of it.  

The main purpose of the fund per definition is to 
support SME growth and not to takeover companies. 
Therefore our general intention is to hold not more 
than 50% of the company’s equity. Although, as the 
mentioned negative experience of other PE investors 
in the country shows, even as minority shareholder it 
is appropriate to implement irrevocable control 
mechanisms over the decisions process of the com-
pany’s management as guarantee that the invested 
capital is used for its original goals. Attendance in 
the management board of the company will be just 
one of these mechanisms. 

Generally the management processes of the 
companies will be reviewed and if needed adjusted. 
We would prefer to invest in companies that have 
already existing or are willing to implement modern 
business and management processes, which are de-
tached and independent from individual talent skills 
and single persons authority. The latter is unfortun-
ately still the business standard for the majority of 
SMEs in Bulgaria, and bares a high potential 
business risk in the cases of disloyalty of this key 
people.  

As the fund will be investing in growth, the 
equity investments as a general rule will be done as 
a capital increase and not as a partial or full share-
holders exit. Exceptions to this rule can be evaluated 
if one or some of the shareholders hinder the 
development of the company. 

Given our experience and the targeted industries 
the ideal investment sizes are between EUR 1.5 
million (smallest investment, as described in the 
example cases) and EUR 8 million (large). This 
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numbers show the initial investment size. For 
follow-up capital increases the fund will keep 
special reserves of 10% to 15% of the total fund 
capital. Ideally, capital injections will be scheduled 
in tranches tied to performance and/or investment 
cornerstones.  

The general holding period of an investment will 
be around 5 years, depending on the industry, life 
cycle of the company and the general economic 
cycle. Overall fund target will be an IRR of 18%. 
Some of the companies will need to be prepared for 
acquisition by international buyers due to the natural 
limitation of the local market. Such companies need 
to have grown to a size and stage that will make 
such acquisitions possible.  

Following additional investment rules will apply 
to cover the principles described above: 
• A single investment should not exceed EUR 10 

million, and if it does, then a decision of the 
supervisory board will be needed. Single 
investments below EUR 1.5 million will be not 
evaluated.  

• To assure diversification of companies, Top 4 
investments should not exceed EUR 30 million 

• To assure diversification in the targeted ind-
ustries, the limit per single industry will be 
30% of the funds capital. 

• A balance (50/50) between the two types of 
investment will be targeted 

In the initial year the aim is to complete 3 deals 
from different industries and different investment 
types. The investment cases show a generalized 
summary of some of the existing projects/ deals in 
our pipeline. In the following years 3-4 deals per 
year will be the target.  

The fund will utilize a two-pronged approach for 
deal flow generation. The origination will benefit 
from the commitment of the Bank, a commercial 
bank specialized in SME financing, and the partners’ 
extensive network and experience in Bulgaria’s 
financial market. The partners’ combined network 
covers more than 50% of the Bulgarian SMEs in the 
targeted size and industries. 

The fund will strive to maximize value creation 
by following policies providing in-direct and direct 
support to capital beneficiaries. Taking into 
consideration the business environment in the 
country and the usual practices of SMEs, the fund 
management is convinced that the potential for 
value-creation is immense and should be addressed 
adequately. As already several times described in 
this document even well-run Bulgarian companies 
often suffer from inefficient management, un-timely 
access to performance metrics, no monitoring proce-

dures, and lack of access (or unwillingness to rely) 
to third-party advisory/consulting services. Post-
investment strategies for value creation will also be 
designed as to address the mentioned risks of 
fraudulent behaviour, and to handle resistance for 
cooperation.   

5 CONCLUSION 
In this paper, it has been proven that given the 
development stage and nature of the SMEs in 
Bulgaria the most suitable instruments created by 
Funds management have to be as plain and simple as 
possible. Sophisticated financial products generally 
create mistrust on the local market. Thus each Fund 
must intend to use for its investment needs primarily 
direct participation in the companies via investing in 
common stock and in certain cases trough a 
combination with investments in preferred stock of 
the company.  

Structured Funds under JEREMIE most likely 
will aim at purchasing a significant portion of a 
particular company in order to be able to have a 
larger influence in its governing and to speed up its 
growth via the experience and know-how of its 
investment team. Typically Funds will seek to 
participate via a capital increase aiming at further 
strengthening the shareholder’s equity, and support 
the continued growth through acquisitions as well as 
organic growth.  

In order to protect its investment each Fund 
might seek also participation trough preferred stock 
as it has many advantages including a greater claim 
of the assets than common stock thus limiting the 
downside of the investment. Buying preferred stock 
could include the option of converting them into 
common stock at any point of time, in which case 
the owners will lose the right of a dividend, but will 
gain the ability to participate in the decision making 
process. Preferred stocks could be flexible in terms 
of the dividend rates that they hold, which could be 
adjusted along the way so that it does not interfere 
with the company’s sustainable growth.  

In limited number of cases each Fund have to 
aim at lending different types of hybrid loan 
products, suited to best fit the business needs of each 
company. A common type of debt product that 
Funds will be looking at will be the convertible debt, 
where the loan is secured via the right to convert it 
to common stocks at certain predetermined 
conditions. This will reduce both the risk to each 
Fund and the requirement to the company to provide 
collateral, which as we have mentioned before 
proves to be a major obstacle for the SMEs on their 
way to receiving a proper financing. 
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Abstract: The Advanced Process Control (APC) refers to a broad range of techniques and technologies implemented 
within industrial process control systems. Advanced process controls are usually deployed optionally and in 
addition to basic process controls. Basic process controls are designed and built with the process itself, to 
facilitate basic operation, control and automation requirements. In this paper is discussed the efficiency of 
the APC implementation within SMEs. Based upon our analysis a methodology for an integrated 
management system for predictive maintenance or the Advanced Integrated Maintenance Management 
System (AIMMS) is presented. The results presented in this paper show that AIMMS supports strategic 
decisions for predictive maintenance and it helps increase the equipment effectiveness by prioritizing the 
criticality of the equipment and increasing profits based on the advanced process control. 

1 INTRODUCTION 

Advanced process control (APC) is the application 
of a broad range of disciplines and technologies to 
either refine process control or address a specific 
issue associated with a process. Interdisciplinary in 
nature, APC draws knowledge in its application 
from statistics, decision theory, engineering, signal 
processing and artificial intelligence. Most often it is 
leveraged to solve process control issues that have 
multiple variables or problems that are detached 
from the control process. To accomplish its intended 
objectives, an APC technology is usually linked with 
the distributed control system (DCS) that controls 
the process. Due to its inherent tendencies to solve 
issues that have multiple variables, advanced process 
control is used in a variety of industries. 

In control theory Advanced process control 
(APC) is a broad term composed of different kinds 
of process control tools and methodologies, often 
used for solving multivariable control problems or 
discrete control problem. Advanced control des-
cribes a practice which draws elements from many 
disciplines ranging from control engineering, signal 
processing, statistics, decision theory and artificial 
intelligence. 

Traditionally, the key benefits from the use of 
advanced process control are improved bottom line 
returns: 
• Efficiency gains (yield increase, throughput 

increase, reduction in energy and raw material 
per unit of product); 

• Quality gains (consistent product quality with 
minimum production costs) 

• Agility gains (manufacturing flexibility, custo-
mer responsiveness, need to reduce working 
capital by processing to order not to stock). 

• Another source of benefits is achieved during 
the implementation of APC application: 

• A systematic check of instrumentation and 
analyzers and resolution of bad actors. 

• During testing phase, key process parameters 
are moved from nominal values that might lead 
to more beneficial operating conditions. 

• Synchronize work of shifts. 
These benefits might be several times bigger 

than those obtained through reduction of controlled 
variables variability. The effective maintenance 
strategy includes preventive maintenance, root-cause 
failure analysis, optimized inspection frequencies, 
more disciplined planning, better spare part manage-
ment etc. 
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In world practice is increasingly accepted that 
predictive maintenance can play a key role in the 
long-term profitability of a company in the manu-
facturing sector with a major impact on timely 
delivery, product quality and its ultimate cost. The 
importance of maintenance increases in terms of 
increasing both the productivity and also the 
quality requirements which can only be achieved 
with a well-developed and organized maintenance 
strategy. 

In this sense, according to recent advances 
in technology there have been developed and tested 
many methodologies, tools, techniques and strate-
gies. This paper focuses on identifying difficulties 
for the implementation of APC within SMEs. 

In recent years there has been increasing interest 
in the operation and management of industrial main-
tenance in a number of organizations. This is due to 
the increasing pressure on manufacturing organiz-
ations to meet customer and corporate requirements; 
the available equipment and productivity are central 
to achieving this goal.  

According to the paper (Chan, 2005), “Recent 
trends show that on the whole many production 
systems do not function as expected when it comes 
to cost effectiveness in terms of their operation and 
maintenance. Lots of companies often operate with 
reduced capacities and reduced productivity, while 
the prices of their products are high.” The number 
of modern maintenance practices for technical 
support is designed to allow organizations to target 
strategic resources to achieve the maintenance 
tasks that are considered crucial for the effective 
and efficient operation of the equipment. A number 
of organizations announce improvements in 
existing equipment, reliability and reduction in the 
maintenance costs after the implementation of 
APC, the part of presented results are published in 
(Blanchard, 1997; Cooke, 2000). It is assumed that 
APC is used primarily because it integrates the 
functions of production and maintenance, but more 
importantly is that it redefines the role of operators 
and support engineers. 

The goal is to increase the efficiency of the 
equipment as well as to maximize the volume of 
production from this equipment. This is the result of 
an effort to achieve and maintain optimal conditions 
for the equipment in order to prevent unexpected 
failures, the speed decrease and the qualitative 
defects during the manufacturing process according 
to (Bamber, 1999).  

2 TYPES OF ADVANCED 
PROCESS CONTROL SYSTEMS 

In this paper following is presented a list of the best 
known types of advanced process control: 
• Advanced regulatory control (ARC) refers to 

several proven advanced control techniques, such 
as feed forward, override or adaptive gain. ARC 
is also a catch-all term used to refer to any 
customized or non-simple technique that does 
not fall into any other category. ARCs are 
typically implemented using function blocks or 
custom programming capabilities at the DCS 
level. In some cases, ARCs reside at the 
supervisory control computer level. 

• Multivariable Model predictive control (MPC) is a 
popular technology, usually deployed on a 
supervisory control computer that identifies im-
portant independent and dependent process 
variables and the dynamic relationships (models) 
between them, and uses matrix-math based control 
and optimization algorithms, to control multiple 
variables simultaneously. MPC has been a pro-
minent part of APC ever since supervisory com-
puters first brought the necessary computational 
capabilities to control systems in the 1980s. 

• Inferential control: The concept behind inferen-
tial is to calculate a stream property from readily 
available process measurements, such as temper-
ature and pressure, that otherwise would require 
either an expensive and complicated online 
analyzer or periodic laboratory analysis. Infer-
ential can be utilized in place of actual online 
analyzers, whether for operator information, 
cascaded to base-layer process controllers, or 
multivariable controller CVs. 

• Sequential control refers to discontinuous time 
and event based automation sequences that occur 
within continuous processes. These may be 
implemented as a collection of time and logic 
function blocks, a custom algorithm, or using a 
formalized Sequential function chart method-
ology. 

• Compressor control typically includes compres-
sor anti-surge and performance control. 

3 APC BUSINESS APPLICATIONS   

Those responsible for the design, implementation 
and maintenance of APC applications are often 
referred to as APC Engineers or Control Application 
Engineers. Usually their education is dependent 
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upon the field of specialization. For example, in the 
process industries many APC Engineers have a 
chemical engineering background, combining pro-
cess control and chemical processing expertise. 

Most large operating facilities, such as oil refin-
eries, employ a number of control system specialists 
and professionals, ranging from field instrument-
ation, regulatory control system (DCS and PLC), 
advanced process control, and control system net-
work and security. Depending on facility size and 
circumstances, these personnel may have respon-
sibilities across multiple areas, or be dedicated to 
each area. There are also many process control 
service companies that can be hired for support and 
services in each area. 

Since 1996, the management of industrial sites is 
aware of the need of implementing systems to 
support all business processes (Dochain, 2008).  

 
 

 
Figure 1: Production processes 

In this paper is presented an international 
standard for the integration of business systems and 
control systems for the production processes shown 
in Figure 1. 

This structure is operative and it includes next 
four hierarchical levels. 

Level 1 and Level 2 are functionally grouped and 
comprise the management of individual devices and 
parameters.  

Level 3 comprises all tasks of operative manage-
ment. The timeline of Level 3 are days, hours and 
minutes. 

Level 4 is the level of business planning and 
logistics. 

4 THE BEST PRACTICES 

In every industrial enterprise there are potential 
opportunities for improvement, which are in the 
range 1–10% by economy of energy resources and 
raw materials of 3–5%, 2–7% for increased product-
ion (http://www.automation.siemens.com, http:// 
www.honeywellprocess.com/en-us). Doing good 
business and in particular industrial management 
becomes more and more expensive. 

The best approach is the old control systems to 
continue to work, by adding new technologies of 
control (Figure 2). 
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Figure 2: Process control effectiveness 

Only a holistic approach can be effective. 
Information integration basically influences its 
realization. 
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5 CONCLUSIONS 

Process control and management of industrial com-
plexes is gaining acceptance as a functional problem 
with multiple criteria the decision of which is 
possible only via a holistic approach. 

The methods of artificial intelligence (neural 
networks, fuzzy logic and genetic algorithms) and 
those based on knowledge (expert systems, auto-
nomous agents, CBR) and especially the hybrid 
systems are still used only occasionally, but they 
possess a significant potential. 

Generally modern process control systems are 
developed successfully to increase the compet-
itiveness of industrial complexes in the globalized 
world. 

The successful implementation of an approach to 
predictive maintenance taking into account the 
nature of activities in SMEs, it must be based on 
three main objectives. First, to allow the user to 
formulate a strategy of maintenance. Second, to 
convert the limited available data into knowledge to 
develop a strategy for maintenance. Third, to allow 
the user to record and measure the effect of the new 
strategy for support, to ensure that future decisions 
are based on facts and accurate data. The successful 
implementation of the formed in this way model 
would lead to the possibility the structure and the 
elements of the model to create efficient and 
effective strategy to support SMEs. 

Progress is possible if it is use an advanced 
control system and a simple system for recording 
and analysis that can be easily accessed and updated. 
The present research shows that technology is able 
to solve emerging needs but it requires innovative 
adaptations to solve the existing problems. 
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Abstract: Interest in using artificial intelligence techniques for forecasting has led to a tremendous surge in research 
activities over time. In this paper is assumed that Artificial Neural Networks (ANNs) are flexible computing 
frameworks and universal approximations that can be applied to a wide range of time series forecasting 
problems with a high degree of accuracy. They are an artificial intelligence method for modelling complex 
target functions. Forecasting problems arise in so many different disciplines and the literature on forecasting 
using artificial intelligence procedures is scattered in so many diverse fields that it is hard for a researcher to 
be aware of all the work done to date in the area.  

1 INTRODUCTION 

One characteristic that all stock markets have in 
common is the uncertainty, which is related with 
their short and long-term future state. This feature is 
undesirable for the investor but it is also unavoidable 
whenever the stock market is selected as the 
investment tool. The best that one can do is to try to 
reduce this uncertainty. Stock Market Prediction (or 
Forecasting) is one of the instruments in this 
process. 

The stock market prediction task divides 
researchers and academics into two groups those 
who believe that we can devise mechanisms to 
predict the market and those who believe that the 
market is efficient and whenever new information 
comes up the market absorbs it by correcting itself, 
thus there is no space for prediction (EMH). 
Furthermore they believe that the Stock Market 
follows a Random Walk, which implies that the best 
prediction you can have about tomorrow’s value is 
today’s value. 

In literature a number of different methods have 
been applied in order to predict Stock Market 
returns. These methods can be grouped in four major 
categories: 1) Technical Analysis Methods, 2) Fund-
amental Analysis Methods, 3) Traditional Time 
Series Forecasting and 4) Machine Learning Meth-
ods. Technical analysts, known as chartists, attempt 

to predict the market by tracing patterns that come 
from the study of charts which describe historic data 
of the market. Fundamental analysts study the 
intrinsic value of a stock and they invest on it if they 
estimate that its current value is lower that its 
intrinsic value. In Traditional Time Series fore-
casting an attempt to create linear prediction models 
to trace patterns in historic data takes place. These 
linear models are divided in two categories: the 
univariate and the multivariate regression models, 
depending on whether they use one of more variab-
les to approximate the stock market time series. 
Finally a number of methods have been developed 
under the common label Machine Learning these 
methods use a set of samples and try to trace 
patterns in it (linear or non-linear) in order to 
approximate the underlying function that generated 
the data. The aim is to draw conclusions from these 
samples in such way that when unseen data are 
presented to a model it is possible to infer the to-be 
explained variable from these data. These methods 
have been applied to market prediction; particularly 
for Neural Networks there is a rich literature related 
to the forecast of the market on daily basis. 

Forecasting problems arise in so many different 
disciplines and the literature on forecasting using 
ANNs is scattered in so many diverse fields that it is 
hard for a researcher to be aware of all the work 
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done to date in the area. One of the first successful 
applications of ANNs in forecasting is reported by 
Lapedes and Farber. Using two deterministic chaotic 
time series generated by the logistic map and the 
Glass Mackey equation, they designed the feed-
forward neural networks that can accurately mimic 
and predict such dynamic nonlinear systems. Their 
results show that ANNs can be used for modelling 
and forecasting nonlinear time series with very high 
accuracy (Deppisch et al., 1991). After that a 
number of papers were devoted to using ANNs to 
analyse and predict deterministic chaotic time series 
with and/or without noise. Chaotic time series occur 
mostly in engineering and physical science since 
most physical phenomena are generated by 
nonlinear chaotic systems. As a result, many authors 
in the chaotic time series modelling and forecasting 
are from the field of physics. Another major 
application of neural network forecasting is in 
electric load consumption study. 

Many other forecasting problems have been 
solved by ANNs. A short list includes airborne 
pollen commodity prices, environmental tempera-
ture; helicopter component loads international airline 
passenger traffic macroeconomic indices, ozone 
level, personnel inventory, rainfall, river flow, stu-
dent grade point averages, tool life, total industrial 
production, transportation, and wind pressure and 
wind pressure and many more. 

There is an extensive literature in financial 
applications of ANNs. They have been used for 
forecasting bankruptcy and business failure, foreign 
exchange rate, stock prices off course.  

2 ARTIFICIAL NEURAL 
NETWORKS FOR STOCK 
MARKET FORECASTING  

The idea of using neural networks for predicting 
problems was first expressed by (Hu, 1964) who 
used it for weather forecasting, the conclusion made 
in his paper was: “...adaptive systems have the 
capability of making useful prediction or spec-
ifications of weather without complete understand-
ing of the dynamics or complete measurement of the 
physical parameters involved.”  The absence of any 
learning method for multi-layer networks made it 
impossible to apply these networks to complex 
prediction problems. But in 1980’s the back-
propagation algorithm was introduced for training an 
MLP neural network. Werbos used this technique to 
train a neural network (Werbos, 1988) and claimed 
that neural networks are better than regression 

methods and Box-Jenkins model in prediction 
problems.  

In the years that followed, many researchers have 
been done on neural networks to predict the 
financial markets and the stock market changes in 
particular. Probably the first paper in the vast field, 
at least from today’s perspective, of stock market 
prediction with ANN’s is (White, 1988), in that 
paper the main focus is to try and prove wrong the 
then prevailing Efficient Market Hypothesis.  In its 
simplest form, this hypothesis asserts that asset 
prices follow a random walk that is, the movement 
of an asset's price is completely unpredictable from 
publicly available information such as the price and 
volume history for the asset itself or that of any 
other asset. The purpose of the paper was to 
illustrate how the search for such regularities using 
neural network methods might proceed, using the 
case of IBM daily common stock returns as an 
example. The necessity of dealing with the salient 
features of economic time series highlights the role 
to be played by methods of statistical inference and 
also requires modifications of neural network 
learning methods which may prove useful in general 
contexts. The target variable of interest in the study 
is the one day rate of return to holding IBM common 
stock.  Of the available 5000 days of returns data, a 
sample was selected consisting of 1000 days for 
training purposes, together with samples of 500 days 
before and after the training period which are used 
for evaluating whatever knowledge the networks 
have acquired. The training sample covers trading 
days during the period 1974 through 1978. The 
evaluation periods cover 1972 through 1974 and 
1978 through 1980.  

The network architecture used is the standard 
single hidden layer architecture, with inputs, passed 
to a hidden layer (with full interconnections) and 
then with hidden layer activations passed to the 
output unit. The author trained a three layer feed-
forward network with the same five inputs and five 
hidden units over the same training period. The 
choice of five hidden units, it represents a com-
promise between the necessities to include enough 
hidden units so that at least simple nonlinear 
regularities can be detected by the network. Training 
was done with the back-propagation (one of the 
most popular algorithms to date).  In order to claim 
that the simple Efficient Markets Hypothesis has 
been statistically refuted, White conducted an out-
of-sample forecasting experiment. This exercise was 
carried out for a post sample period of 500 days, and 
a pre-sample period of 500 days. For the post-
sample period the correlation observed was of –
0.699 for the pre-sample period, it was 0.0751.  

The conclusion made was: “Such results do not 
constitute convincing statistical evidence against the 
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efficient markets hypothesis. The in-sample (training 
period) results are now seen to be over-optimistic, 
being either the result of over-fitting (random fluc-
tuations recognized incorrectly as nonlinearities) or 
of learning evanescent features (features which are 
indeed present during the training period, but which 
subsequently disappear). In either case the implic-
ation is the same: the present neural network is not a 
money machine.” The objective for future work 
stated, was to try and elaborate the network to allow 
additional inputs such as traded volume, other stock 
prices and volume, leading indicators, macroecon-
omic data, etc. and by permitting recurrent connect-
ions. Another important conclusion made in the 
paper was the fact that”, an important limitation of 
the present exercise is that the optimization methods 
used here are essentially local. Although the final 
weight values were determined as giving the best 
performance over a range of different starting values 
for our iterations, there is no guarantee that a global 
minimum was found. A global optimization method 
such as simulated annealing or the genetic algorithm 
would be preferable.” The study did not find 
evidence against the EMH because the network used 
was a single-layer feed-forward network, which did 
not have a lot of generalization power. 

One of the first efforts to predict a broad market 
index was by Kimoto and his colleagues in which 
they used neural networks to predict the index of 
Tokyo stock market (Kimoto et al., 1990). They 
used several neural networks trained to learn the 
relationships between past values of various 
technical and economic indices for obtaining the 
expected returns of the TOPIX. The TOPIX is a 
weighted average of all stocks listed on the Tokyo 
Stock Exchange. The used technical and economic 
indices were: the vector curve (an indicator of 
market momentum), turnover, interest rate, foreign 
exchange rate and the value of the DJIA (Dow Jones 
Industrial Average). The desired output of the 
networks is a weighted sum, few weeks, of the 
logarithm of the ratio of the TOPIX at the end of 
week t to the TOPIX value at the end of week (t – 1) 
and the desired output is a weighted sum of rt for 
some weeks. The future extraction is not explained 
in this paper, except for the fact that some irregul-
arity is removed and logarithm function is used 
before normalization. The authors claim that the use 
of weighted sum of the outputs of many neural 
networks reduces the error, especially since the 
returns are predicted for a few weeks. The buy/sell 
system is setup based on the predicted returns and 
this system is shown to perform much better than s 
buy and hold strategy. However the training data 
used future returns, so that this method cannot be 
used for actual stock trading, fact that is outlined by 
the authors. 

In the paper by (Kamijo and Tanigawa, 1990) the 
use of “Elman recurrent net” is proposed (recurrent 
neural network is class of neural network, where 
connections between units form a directed cycle. 
This creates an internal state of the network which 
allows it to exhibit dynamic temporal behaviour) for 
predicting the future stock prices using extracted 
features from past daily high, low and closing stock 
prices. Unlike feed-forward neural networks, RNNs 
can use their internal memory to process arbitrary 
sequences of inputs. The method used tries to extract 
triangle patterns in stock prices which are seen on 
the daily high, low and closing graph. A triangle is 
usually seen as a beginning of a sudden stock price 
rise after that the high and low prices appear and the 
price oscillates for a period of time before the lines 
converge. The ANN is trained to recognize this 
pattern in the stock prices. 

Matsuba uses a feed-forward NN with the last n 
stock index values as inputs and the next N – n 
values as the outputs (Matsuba, 1991). This is an 
N – n step ahead prediction. Thus, if the index for 
the n-th day is denoted by Xn then, the inputs are X1, 
X2, …, Xn and the outputs are Xn+1, Xn+2, …, XN. 
If such a network is trained, any correlation between 
the index values for n + 1 through N-th day will be 
neglected. To ensure that this does not happen, the 
network is trained with errors between the desired 
and actual outputs in addition to the n inputs. 
These errors will then be Xn – 1 – Yn+1, …, where Y is 
the output of the network. As the training proceeds 
this error will tend to zero and these additional 
inputs are not required in the testing phase. 
This work also uses two neural networks, one to 
learn the global features and another to learn the 
local features or small fluctuations. 

In his work Freisleben used a simple feed-
forward neural network trained with past and present 
data to predict the value of the FAZ Index 
(Freisleben, 1992). Input data included the moving 
average of past 5 and 10 weeks of the FAZ Index a 
first order difference of the FAZ Index and its 
moving average, the present bond market index and 
its first order difference and the Dollar-Mark 
exchange rate along with its first order difference. 
The value of the FAZ Index was predicted for the 
next week based on this data. The neural network 
was trained for the past M weeks and is then tested 
based on data for the next L weeks, where M is the 
training window and L is the testing window. For 
every successive prediction, the windows were 
shifted ahead and the network is retrained. Three 
different networks are compared each having a 
different set of inputs, one of which had only the last 
10 values of the FAZ Index as an input. The 
observations point that the network fed with data 
from the technical indicators performed better than 
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the one trained with only the past values of the 
index. The normalization of the training data was 
done in order to keep the data within the 0.1 – 0.9 
range, however no specification on the normal-
ization method is given. 

Azoff in (Azoff, 1994) outlined that networks are 
computer programs that can recognize patterns in 
data, learn from this and make forecasts of future 
patterns. At the time, there were just over 20 
commercially available neural network programs 
designed for use on financial markets and there have 
been some notable reports of their successful 
application. However, like any other computer 
program, neural networks are only as good as the 
data they are given and the questions that are asked 
of them. Proper use of a neural network involves 
spending time understanding and cleaning the data: 
removing errors, pre-processing and post-pro-
cessing. His book provides the knowledge that is 
required for the proper design and use of ANN’s in 
financial markets forecasting – with an emphasis on 
futures trading. 

In their study (Kaastra, Boyd, 1995) provided a 
practical, non-technical introduction to designing a 
neural network forecasting model using economic 
time series data. The procedure of designing a model 
is divided into eight steps: 1) variable selection; 2) 
data collection; 3) data pre-processing; 4) training, 
testing and validation sets; 5) neural network 
paradigms; 6) evaluation criteria; 7) neural network 
training; and 8) implementation. Three major 
conclusions are made, the first being that researchers 
must have the time resources and patience to 
experiment mainly because of the nature financial 
markets. The second is that NN software must allow 
automated routines such as walk-forward testing, 
optimization of hidden neurons and testing of input 
variable combinations, either through direct 
programming or the use of batch or script files. And 
third: the researcher must maintain a good set of 
records that list all parameters for each network 
tested since any parameter may turn out to cause a 
significant change in neural network performance. 

In paper (Leung et al., 2000) conducted a 
research which focuses on estimating the level of 
return on different stock market index. Given the 
notion that a prediction with little forecast error does 
not necessarily translate into capital gain, they 
evaluate the efficacy of several multivariate 
classification techniques relative to a group of level 
estimation approaches. Among the level estimation 
counterparts, which forecast the level, are exponent-
tial smoothing are the multilayered feed-forward 
neural network and a probabilistic neural network. 
The data used covers the period between 1967 and 
1995 and includes the daily prices of S&P 500 FTSE 
100 and Nikkei 225 as well as some macroeconomic 

indicators like CPI and industrial Production. The 
comparison of the predictive strength of classific-
ation and level estimation models shows that the 
best performance in correctly predicting the 
direction of the index return over the 60 out-of-
sample forecasting  periods from January 1991 
through December 1995 is that of the Multi-layered 
feed-forward neural network and Probabilistic neural 
network. To provide a comparison with the PNN 
classifier, they test the performance of the multi-
layered feed-forward neural network. Unlike the 
PNN which suggests a group classification for a 
given set of inputs, MLFN provides a point estimate 
or forecast as the output. They also refer to a 
description and comparison of the architectures and 
mathematical foundation of PNN and MLFN by 
Wasserman in 1993 paper. Based on the results from 
their study, they select the network architecture 
which leads to consistent and reasonable perform-
ance in the validation sample. 

With the introduction of electronic communic-
ation networks (ECN) as electronic trading systems 
facilitating trading of stocks and other financial 
products in the world’s leading stock exchanges at 
first and later on other non-mainstream stock 
markets, and the constantly growing interest by both 
retail and institutional investors all around the world 
in stock’s investing, the research in this field 
exploded. The advancement in computational and 
communicational power allowed researchers to 
develop models using artificial neural networks that 
are fed with real time data and capable to produce 
real time buy and sell signals. 

In (Pan et al., 2005) a computational approach is 
presented for predicting the Australian stock market 
index – AORD using multi-layer feed-forward 
neural networks from the time series data of AORD 
and various interrelated markets. This effort aims to 
discover an effective neural network or a set of 
adaptive neural networks for this prediction purpose, 
which can exploit or model various dynamical 
swings and inter-market influences discovered from 
professional technical analysis and quantitative 
analysis. Three aspects of effectiveness on data 
selection are considered: effective inputs from the 
target market (AORD) itself, a sufficient set of 
interrelated markets, and effective inputs from the 
interrelated markets. Two traditional dimensions of 
the neural network architecture are also considered: 
the optimal number of hidden layers, and the optimal 
number of hidden neurons for each hidden layer. 
Three important results were obtained: A 6-day 
cycle was discovered in the Australian stock market 
during the studied period; the time signature used as 
additional inputs provides useful information; and a 
basic neural network using six daily returns of 
AORD and one daily returns of S&P500 plus the 
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day of the week as inputs exhibits up to 80 % 
directional prediction correctness. 

Kalyvas attempts to predict the daily excess 
returns of FTSE 500 and S&P 500 indices over the 
respective Treasury bill rate returns (Kalyvas, 2001). 
Then the author applies two different types of 
prediction models: autoregressive (AR) and feed-
forward neural networks to predict the excess returns 
time series using lagged values. For the NN models 
a Genetic Algorithm (GA) is constructed in order to 
choose the optimum topology. Data consists of 3275 
daily observations of FTSE-100 index, UK 
T-Bill Rates and 3277 observations of S&P-500 
index and US T-bill rates from 4 Jan 1988 until 12 
Dec 2000. Finally he evaluates the prediction 
models on four different metrics and concludes that 
they do not manage to outperform significantly the 
prediction abilities of naive predictors. 

In their study (Chen et al., 2003) attempt to 
model and predict the direction of market index of 
the Taiwan Stock Exchange, one of the fastest 
growing financial exchanges in the developing 
Asian countries (considered an emerging market). 
The probabilistic neural network (PNN) is used to 
forecast the direction of index return after it is 
trained by historical data. Statistical performance of 
the PNN forecasts are measured and compared with 
that of the generalized methods of moments (GMM) 
with Kalman filter. Moreover, the forecasts are 
applied to various index trading strategies, of which 
the performances are compared with those generated 
by the buy-and-hold strategy as well as the 
investment strategies guided by forecasts estimated 
by the random walk model and the parametric GMM 
models. They conclude that empirical results show 
that the PNN-based investment strategies obtain 
higher returns than other investment strategies 
examined in this study. 

In (Versace et al., 2004) the performance of a 
heterogeneous mixture of neural network algorithms 
for predicting the exchange-traded fund DJIA is 
evaluated. A genetic algorithm is utilized to find the 
best mixture of neural networks, the topology of 
individual networks in the ensemble, and to 
determine the features set. The genetic algorithm 
also determines the window size of the input time-
series supplied to the individual classifiers in the 
mixture of experts. The mixtures of neural network 
experts consist of recurrent back-propagation net-
works, and radial basis function networks. A list of 
the variables employed in this study is comprised of 
data from several Dow sub-indexes and other well-
known indexes, foreign exchange rates commodities 
and benchmark bonds from 11th November 2001 
through 12th February 2003 or 320 total trading days. 
The conclusion made is that artificial neural net-
works and genetic algorithms performed relatively 

well and promise as a good technique for forecasting 
stochastic time series like those seen in stock market 
data. 

In paper (Kim, Lee, 2004) compared a feature 
transformation method using genetic algorithm with 
two conventional methods for artificial neural 
networks. The genetic algorithm is incorporated to 
improve the learning and generalization abilities of 
ANN’s for stock market prediction. Daily predict-
ions are conducted and their accuracy is measured. 
The authors use the proposed model to predict South 
Korea composite stock price index (KOSPI). The 
comparison of the results achieved by a feature 
transformation method using a genetic algorithm to 
other feature transformation methods shows that the 
proposed model performs better. Experimental 
results show that the proposed model reduces the 
dimensionality of the feature space and decreases 
irrelevant factors for stock market predictions. 

In work (Kim, 2006) a genetic algorithm app-
roach to instance selection in artificial neural 
networks for financial data mining is proposed. He 
notes that artificial neural networks have preeminent 
learning ability, but often exhibit inconsistent and 
unpredictable performance for noisy data. In add-
ition, it may not be possible to train ANN’s or the 
training task cannot be effectively carried out 
without data reduction when the amount of data is so 
large. The proposed model uses a genetic algorithm 
to optimize simultaneously the connection weights 
between layers and a selection task for relevant 
instances. The globally evolved weights mitigate the 
well-known limitations of gradient descent algo-
rithm. In addition, genetically selected instances 
shorten the learning time and enhance prediction 
performance. Experimental results show that the 
genetic algorithm approach is a promising method 
for instance selection in ANN for models for stock 
market analysis. 

In paper (Madden, O’Connor, 2006) evaluated 
the effectiveness of using external indicators, such 
as commodity prices and currency exchange rates, in 
predicting movements in the Dow Jones Industrial 
Average index. The performance of each technique 
is evaluated using different domain-specific metrics. 
A comprehensive evaluation procedure is described, 
involving the use of trading simulations to assess the 
practical value of predictive models, and comparison 
with simple benchmarks that respond to underlying 
market growth. In the experiments presented, basing 
trading decisions on a neural network trained on a 
range of external indicators resulted in a return on 
investment of 23.5% per annum, during a period 
when the DJIA index grew by just 13.03% per 
annum. A substantial dataset has been compiled and 
is available to other researchers interested in 
analysing financial time series. 
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In paper (Tilakaratne et al., 2007) is presented to 
explore the inter-market connections and relations. 
The study forecasts trading signals of the Australian 
All Ordinary Index (AORD), one day ahead. These 
forecasts were based on the current day’s relative 
return of the Close price of the US S&P 500 Index, 
the UK FTSE 100 Index, French CAC 40 Index and 
German DAX Index as well as the AORD. The 
forecasting techniques examined were feed-forward 
and probabilistic neural networks. Performance of 
the networks was evaluated by using classification/ 
misclassification rate and trading simulations. For 
both evaluation criteria, feed-forward neural net-
works performed better. Trading simulations sug-
gested that the predicted trading signals are useful 
for short term traders. 

In (Maciel, Ballini, 2009) is analysed the neural 
networks for financial time series forecasting. 
Specifically the ability to predict future trends of 
North American, European and Brazilian Stock 
Markets. Accuracy is compared against a traditional 
forecasting method, generalized autoregressive 
conditional heteroscedasticity (GARCH). They also 
make a very extensive review of the work done in 
the field, while only briefly discussing neural net-
work theory this research determined the feasibility 
and practicality of using neural networks as a 
forecasting tool for the individual investor. It was 
concluded that neural networks do have a powerful 
capacity to forecast all stock market indexes studied 
and, if properly trained, the individual investor could 
benefit from the use of this forecasting tool against 
current techniques. 

In paper (Hadavandi et al., 2010) claim that the 
main idea to successful stock market prediction is 
achieving best results using minimum required input 
data and the least complex stock market model. To 
achieve these purposes their article presents an 
integrated approach based on genetic fuzzy systems 
and artificial neural networks for constructing a 
stock price forecasting expert system. They first use 
stepwise regression analysis to determine factors 
which have most influence on stock prices. At the 
next stage they divide the raw data into k clusters by 
means of self-organizing map neural networks. 
Finally, all clusters are fed into independent genetic 
fuzzy system models with the ability of rule base 
extraction and data base tuning. Evaluation of the 
capability of the proposed approach I done by 
applying it on stock price data gathered from IT and 
Airlines sectors, and compare the outcomes with 
previous stock price forecasting methods using mean 
absolute percentage error. Results show that the 
proposed approach outperforms all previous 
methods, so it can be considered as a suitable tool 
for stock price forecasting problems. 

In (Gosh, 2012), a hybrid neural-evolutionary 
methodology for forecast time-series data is 
presented and prediction of the NASDAQ stock 
price in particular. The methodology is hybrid 
because an evolutionary computation-based optimiz-
ation process is used to produce a complete design of 
a neural network. The produced neural network, as a 
model, is then used to forecast the time-series 
(Lowe, Webb, 1990). The model identification 
process involves data manipulation and a highly 
experienced statistician to do the work. Compared to 
previous work, this paper approach is purely 
evolutionary, while others use mixed, mainly 
combined with back-propagation, which is known to 
get stuck in local optima. On the direction of model 
production, the evolutionary process automates the 
identification of input variables, allowing the user to 
avoid data pre-treatment and statistical analysis. 
The study proves the nimbleness of ANN as a 
predictive tool for Financial Time series Prediction. 
Furthermore, Conjugate Gradient Descent is proved 
to be an efficient Back-propagation algorithm that 
can be adopted to predict the average stock price of 
NASDAQ. 

In (Chen, Du, 2013) the interactions between 
social media and financial markets are studied. The 
authors use a popular online Chinese stock forum 
Guba.com.cn as well as traditional sentimental 
analysis methods, for each stock, they build a Social 
Behaviour Graph based on human’s online 
behaviour, calculate key characteristics of the graph, 
and find out the correlations between trading 
volume/price and those characteristics. They make 
use of a back-propagation neural network to predict 
the trading volume and price of stocks from the 
Shanghai/Shenzhen Stock Exchange in China. Their 
method has achieved better outcome compared to 
the traditional trading price based time series 
models.  

In paper (Shahpazov, Velev, Doukovska, 2013), 
the problem of predicting the price of Bulgarian 
Stock Exchange’s Sofix index using neural networks 
is considered. The analyzed period is of two years 
and two months or from 04.01.2011 until 
08.03.2013. Data used for the case consists of the 
daily values of last price, open, high, low and 
volume traded 30 day moving average, 60 day 
moving average, 200 day moving average, the 14 
day relative strength index and the 30 day relative 
strength index. The input data was preprocessed and 
transformed from values into daily changes. Initial 
readings showed that better results would be 
achieved if the input is one compared to using all or 
fragments of the initial data set. Smoothing ranging 
from 3 to 9 days was performed in order to eliminate 
the effects of the low liquidity and higher volatility 
in the market.  
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Results achieved in paper (Shahpazov, Velev, 
Doukovska, 2013) showed that this data mani-
pulation managed to bring down the test error 
considerably. The produced neural network was 
structured by 1 input (20 time lagged steps) 13 nodes 
in the hidden layer  and 1 output, training consisted 
of 100 epochs using back-propagation and 34 epochs 
using the conjugate gradient descent algorithm, the 
test error amounted to 0.057903. In comparison the 
best performing network using all or partial input 
data managed an error of 0.068935.  

3 CONCLUSION 

In the presented paper surveyed the application of 
neural networks to financial systems. It demon-
strated how neural networks have been used to test 
the Efficient Market Hypothesis and how they 
outperform statistical and regression techniques in 
forecasting share prices. Although neural networks 
are not perfect in their prediction, they outperform 
all other methods and provide hope that one day we 
can more fully understand dynamic, chaotic systems 
such as the stock market. 

Artificial Neural Networks are flexible com-
puting frameworks and universal approximators that 
can be applied to a wide range of time series 
forecasting problems with a high degree of accuracy. 

Predicting stock prices with traditional time 
series analysis has proven to be difficult. An 
artificial neural network may be more suitable for 
the task. Primarily because no assumption about a 
suitable mathematical model has to be made prior to 
forecasting. Furthermore, a neural network has the 
ability to extract useful information from large sets 
of data, which often is required for a satisfying 
description of a financial time series. 
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Abstract: A combination of multivariable vibration trend prediction with the current operational requirements for a Mill Fan (MF) 
in pulverizing system of power steam generator is considered. Using condition monitoring data provided from DCS and 
softsensing approach an optimal coal flow rate is determined in order to reach the predescribed RUL (Residual Useful 
Life) on the MF. Based on real experimental data a set of prediction models is derived usable in this stochastical case of 
machinery deterioration. 

1 INTRODUCTION 

Regardless of the problems that carbon energy creates 
worsening conditions for sustainable development of 
the environment, for many of world's leading 
economies (U.S., China, Russia, India) it retains a 
significant share for the next 50 years according to 
the national forecasts. Similarly for Bulgaria over 
35% of electricity production is based on coal 
heating, mainly from local sources. Difficulties with 
burning lignite Bulgarian inferior lignite calorific 
1300-1600 kcal / kg, up to 35% ash content and 
moisture – up to 50% are well known, but Bulgarian 
heating engineers for 40 years gained considerable 
experience in their combustion (Bata, 1995, Bonev, 
1998). The dust-generating system determines the 
high efficiency of the power steam generators. Mill 
fans (MF) are most widely applied for grinding low-
quality lignite according to national (Bata, 1995, 
Bonev, 1998) and worldwide (Klepikov, 2008, 
Tobaszewski, 2006) practice. Unlike dust-generating 
systems with quality coal, which use ball mills and 
rotor mills with sufficiently well developed 
mathematical models (Rees, 2003, Wei, 2009), there 
are no established models for mill fans, despite some 
successful private solutions (Hadjiski, 1995, 
Hadjiski, 2000, Tabaszewski, 2006). 

In the current economic conditions of a complex 
balance between the components of the energy mix, 
the problem with the price of the generated electr-
icity is particularly important. During the last two 
decades a considerable experience was accumulated 
using the possibilities not only for optimization 
of   energy-transformation processes (Bata, 1995, 
Hadjiski, 1995, Rees, 2003), but also for main-
tenance of dust-generating facilities with a focus on 
the coal mills. The inevitable wear of the grinding 
surfaces set as particularly relevant the issues for 
monitoring the technical condition of the mill fan 
and also the maintenance decisions. 

The paper treats the problem of rational load of 
MF based on the prediction of its technical condition 
according to the trend of the overall vibration of the 
bearing block as an indirect assessment of degrad-
ation and imbalance. Ideas on maintenance based on 
an assessment of the remaining lifetime resources 
developed in the last 15 years (Goode, 2000, Van, 
2012, Zhang, 1997) are further developed in the 
direction of the combined assessment of Residual 
Useful Life (RUL) based on multivariate statistical 
analysis of the trend of overall vibration and also on 
the parametric influence over RUL via managing the 
MF workload in raw coal. Dynamic forecasting 
mathematical models are at the basis of the research. 
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Unlike a number of studies on the vibration analysis 
of rotating items (gears, bearings), wherein the 
primary focus is the isolation and identification of 
the failure mode (Dong, 2004, Yang, 2001, Zhang, 
1997), in the present study the vibration state 
is  predicted to eliminate the degree of degradation 
of the impeller (Hadjiski, 1995, Hadjiski, 2000, 
Khatab, 2012, Van, 2012) and also the operative 
actions to be taken in view of the current require-
ments for the steam generator. 

2 FEATURES OF THE MILL FAN 
AS AN OBJECT OF 
PERFORMANCE 
DEGRADATION 

Mill fans have exploitation resources at nominal 
load in the range of 2200-2500 operative hours. 

Fig. 1 shows the graph of a mill fan of a power 
steam generator. 
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Figure 1: The graph of a mill fan for a steam generator 

Raw coal from the hopper 1 is fed on conveyor 
2, dosing is done by the speed feeder 3 or by the 
position of the slider 4. MF dries the coal sucking 
exhaust flue gases with temperature θGIS, which 
along the duct 5 are mixed with coal B and dry them. 
In certain situations, additional air 6 is supplied. The 
MF impeller 7, which is the main object of our 
consideration, is driven by the asynchronous motor 8 
with unregulated speed. The coarse particles return 

back to the MF in the separator 9 for regrinding and 
small fractions are exported to burners 11 and 12. 
The received air mixture contains coal particles, air, 
combustion products and water vapor with 
temperature θam before the dust concentrator 10. 

The impeller 7 of MF wears due to the abrasive 
effect of the ash in the coal and also due to the 
percussion of falling into it initially crushed coal. 
The linear wear of the impeller blades depends on 
the amount of the fed coal B t/h, the ash content of 
the coal Ac, the crystal structure and the chemical 
content of the mineral part G and also on the revs n: 

 
ΔL = f(B, Ac, G, n) (1) 

 
The relationship (1) is difficult to obtain analyt-

ically or using data, as with the exception of the revs 
n, the other quantities are difficult or impossible to 
measure. Wear of the blades can be judged by some 
indirect indicators, as shown in Fig. 2. 
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Figure 2: Indirect indicators for the wear of the blades 

The mill throughput, the drying throughput and 
also the ventilation performance of the MF are 
reduced in all cases as a result of wear – respectively 
gM, gD and gV. This paper treats another indicator of 
deterioration in the MF performance – the total 
vibration of the impeller, which occurs in uneven 
wear of the blades due to unbalance. The overall 
vibration a is a weak diagnostic signal, but it allows 
the degradation degree assessment. The total 
vibration is measured by DCS full-time sensors with 
discretization rate of 1s. These measurements cannot 
diagnose mechanical damage of the bearing block 
(misalignment, breakage of components, poor 
lubrication, unstable strengthening), but they allow 
the estimation of acceptable conditions for safe 
operation of the MF as a whole unit. On the MF, 
where the experiments were conducted, the amount 
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of fuel is amended by the regulator, but the position 
of the effector u (Fig. 1) does not determine it 
uniquely. In the simplified functional diagram of 
Fig.3, the following data are measurable: the 
position of the effector and the inlet temperature of 
the gas intake shaft θgis, the air mixture temperature 
θam,  the power of the electric motor P and the 
amplitude of the total vibration a. 
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Figure 3: Simplified functional graph of a MF 
 

The indirect measurement of the actual fuel con-
sumption B̂  may be replaced in the relationship (1) 

 
ΔL = f1(u, θgis, θam, Ac, G, WP, n) (2) 

 
Since the unknown unbalance of the impeller is 

connected to irregular wear 
 

ΔLH = f2(ΔL) (3) 
 

and the vibration of the bearing block caused by it 
 

a = f3(ΔLH) (4) 
 
It is possible to write the qualitative dependency 

of the total vibration of the basic exploitation factors  
 

a = f4(u, θgis, θam, P, Ac, G, WP, n) (5) 
 
The immeasurable factors are associated with the 

features of the fuel K = (Ac, G, WP) and they may be 
considered as a stochastic random process with 
mean K  and deviation ΔK 

 
;KKK Δ+=  (6) 

 
the deviations ΔK will be added additively and 
possibly multiplicatively to the inaccuracies in the 
measurements of u, θgis, θam and P. 

Thus, the total vibration can be considered as a 
multifactorial statistical dependence of u, θgis, θam 
and P, as shown in Fig.4. 

 
Figure 4: Block diagram of the functional dependence of 
the total vibration 

3 FORMULATION 
OF THE PROBLEM 

In this research, the main focus is on the gradual 
degradation of MFs due to the progressive wear of 
the impeller blades. The following tasks are deter-
mined: 

3.1 Regions with increased total 
vibration 

With a data source DCS on u, θgis, θac and P to 
identify regions with increasing total vibration due 
to the impeller imbalance, due to an uneven wear of 
the blades (Fig.2). 

3.2 Types of predictive models 
Develop two types of predictive models of a 
sufficiently general form for areas with increasing 
amplitude of vibration: 

 Autoregressive models 
 Predictive dynamic models with controlling 

signals  and disturbances 

3.3 Predictive concrete models 
Derive predictive concrete models for the MF 
degradation as multifactor trending analysis from the 
obtained experimental data. 

3.4 Precision of the models 
Estimate the precision of the obtained mathematical 
models. 

3.5 Integrating results from models 
Develop a method to integrate the results of the 
prediction by the two types of models so that 

 Improve the predictive precision 
 Preserve the ability to assess the impact of 

actions taken to actively change the load on 
the MF 
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3.6 The inverse problem 
Develop a method to solve the inverse problem 
based on the unified model 

 

( )fgisam TPuFa  , , , , ~ θθ=  (7) 
 

so that at a predetermined magnitude of the boun-
dary vibration faa =~  and the time fT  to reach it, to 
determine the required load fu  satisfying these 
conditions: 

 

( )fgisamff TPaFu  , , , , 1 θθ−=  (8) 
 

where Pgisam  , ,θθ  are the expected average values 
of the denoted measurable parameters. 

4 EXPERIMENTAL DATA 

Three types of time series are necessary for the 
purposes of vibration analysis of MFs in this 
research: 

4.1 Discretization rate 1 hour 
Time series with discretization rate .101 hT =  These 
data allow to analyze the temporal trend of the total 
MF vibration in the range of several weeks. Fig. 5 
shows a fragment of such series. 
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Figure 5: Total-vibration time-series fragment 

4.2 Discretization rate 1 second 
Series with the usual for DCS discretization rate 

of 1s for vibration phenomena with frequency up to 
1 Hz. 

4.3 High frequency diagnostics 
High-frequency vibration analysis is performed with 
specialized firm equipment and well-known algo-

rithms for isolated turbo (SKF Vibration Diagnosis 
Guide, www.skfreliability.com). 

In our research efforts are focused on the 
prediction and analysis of vibrotrends as they allow 
to combine actions on MF technical maintenance 
with operational activities subject to the overall 
behavior of the power unit. 

5 MATHEMATICAL MODELS 

For the mathematical description of the wear of the 
MF blades based on the total vibration a and also for 
prognosticating the remaining lifetime resource 
evaluated for â  there are developed two types of the 
following below mathematical models: 

 Autoregressive model (MM1), which is 
established on the basis of temporal series of 
the total vibration. The general form of the 
mathematical model is as follows: 

 
)2()1()()1(ˆ 321 −+−+=+ kakakaka ααα  (9) 

 
For the interval in which the general vibrations 

approach the threshold value ,fa  the modification 
of which is shown in Fig. 5, the coefficients in the 
autoregressive model have the following values: 

,723.01 =α  18.02 =α  and .1.03 =α  
 Predictive dynamic model (MM2), including 

the control action u and the main disturbances: 
the temperature of the gas intake shaft ,gisθ  
the air mixture temperature amθ  and the 
power consumption of the electric motor P. 

 

)()()(
)2()1()()1(ˆ

4321

221

kPkku
kakakaka

gisam βθβθββ
ααα
++++

+−+−+=+
 (10) 

 

This mathematical model allows the load control 
CF to achieve the desired operational resources. 

6 TECHNICAL-CONDITION 
BASED CONTROL OF MF 

Based on the developed predictive models for 
multifactor analysis of the vibration trend of the total 
amplitude of the MF bearing block, a new type of 
procedure for combined operational/technological 
supporting management is introduced, the main 
points of which are summarized in the scheme of 
Fig. 6 and includes the following steps. 
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Figure 6: Procedure for combined operative/technological supporting management 
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6.1 Data from DCS 

Systematization and synchronization of data 
from  DCS for the basic in the treated problem 
measurable process parameters ( ),a k ( ),u k ( ),am kθ  

( ),gis kθ ( ) .P k  

6.2 Data preprocessing 

Data preprocessing includes the following items: 
 Determining the areas with growing trends of 

total vibration 
 Removal of erroneous data (and sections) and 

replacing them with plausible values (linear 
interpolation) 

 Evaluation for the presence of significant 
changes in the trend of total vibration to 
isolate cases of significant damages in the rest 
of the MF mechanical items (bearings, 
lubrication systems, fastening) 

 Clarify the established vibration bounds and 
the defined by the planning level Residual 
Useful Life (RUL) for the MF (planned and 
forecast based on indirect measurements in the 
combustion chamber) 

6.3 Final assessment 

Are there sections in the treated trends with sharp 
and significant systematic increases of the vibration 
amplitude? If “yes” then is activated the branch with 
specialized apparatus for vibration diagnosis. De-
pending on the diagnostic result a decision is made 
for more frequent inspections, repair (temperature 
and level of lubricating fluid, tighten the fastening 
bolts), replacing the faulty item with a short stop, 
MF full stop and referral for repair). 

6.4 Monotonous increasing trend 

In the case of monotonically increasing trend of total 
vibration calculate the values of all measured 
variables ),(ka  ),(ku  ),(kamθ  ),(kgisθ  )(kP  with 

Moving Average 

∑
+−=

=
k

nki
iz

n
kz

1
)(1)(  (11) 

where ( )kz  is any of the problematic variables. 

6.5 Closeness to the threshold value 

Check whether at time 0kTt =  vibration )(ka  is far 
enough away from the set limit fa  (ε is an expert 
evaluation of proximity). 

 
ε<− )(kaa f  (12) 

 

6.6 In the zone of caution 

Provided that the MF technical condition assessed 
by the total vibration )(ka  is in the zone of 
caution ( ε−fa ) check whether the current trend 

gradient )()1( rara −+  exceeds the set limit δ 
using the expression 

 

δ<−+∑
+−= 1

2))()1((1
Lkr

rara
L

 (13) 

 

6.7 Autoregressive model 

If the trend is significant use autoregressive model 
(AR) (9) to predict the Residual Useful Life 
(RUL) 11̂ RULT =  and the corresponding standard 

deviation prediction .1Tσ  

6.8 Dynamic regression model 

Similarly, by a regression dynamic model MM2 (10) 
is defined the predicted RUL 22̂ RULT =  and the 
corresponding standard deviation of the 
prediction .2Tσ  

6.9 Weighted estimate of the predicted 
time 

A weighted estimate of the predicted time T̂  is 
made: 

 

1,)1(ˆˆ
21 ≤−+= ααα TTT  (14) 

 

and the corresponding standard deviation of the 
evaluation T̂σ  

 

21ˆ TTT σσσ =  (15) 
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6.10 T̂ and fT  

Evaluate whether the predicted RUL time T̂  coin-
cides with the set for operational reasons time .fT  

 

1≤=
kB

Bλ

 
Figure 7: Combined MF control considering vibration 

 
Fig. 7 presents graphically the proposed method 

of combined MF control with simultaneous 
consideration of the technological requirements 
(time limit reduction in the mill throughput 

fM Tg → ) and conditions to avoid larger than fa  

amplitudes of vibration. In a relatively small 
load ,1λ  for time of reaching ,1 ff TTa >→ the 
impeller goes into repair earlier, having residual 
untapped resource .1 fTT −  If the load 2λ  is very 
high fTT <2  then the MF must be stopped because 
of the increased vibration, though that the machine 
has still satisfactory mill performance. If at point A 
the MF load is reduced according to equation (8), 
then 231 λλλ <<  and the time of the remaining 
operational resources 3T  becomes equal to the 
defined time .fT  Thus, there is a simultaneous 
exhaustion of the MF resources related both to the 
mill throughput and also to the vibrations. The 
defined problem is solved. Because of the statistical 
nature of the predicted time T̂  there are possible 
iterative corrections. Usually they are not necessary, 
since the very prescribed value of fTRUL →  is an 
estimated result of another model prediction, which 
is not subject to this research. 

7 CONCLUSIONS 

The proposed method allows the coordination of 
activities for support of the technological mode 
defined at a supervisory level and also maintaining 
the safety of MF operation within a dust-generating 

system of high-power steam generators. The resul-
ting combined control allows technological require-
ments be considered as constraints in the task of 
finding the MF loading mode, so that the RUL 
resource be expired simultaneously in terms of 
various exploitation performance indices. Thus it is 
possible to realize economies of premature repair or 
of costs from unforeseen emergencies. 
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Abstract: The paper presents main types, comparison and working of the Wind Turbine Generators (WTG). The 
advantages and the shortcomings of the different groups of WTG are discussed. The specific features of the 
exploitation of WTG, located in wind parks, are considered with the purpose to obtain significant power for 
electric system. The problems, connected with WTG exploitation in the electrical network, are described. 
The stochastic feature, introduced in the network by the wind farms in case of relatively large participation 
in the general power, is a potential source for instability. 

 
1 INTRODUCTION 

The possibilities for rational use of the wind energy 
are indeed remarkable. About 1÷2% of the sunny 
energy, falling on earth is converted into wind. For 
comparison, the energy, absorbed by plants in 
photosynthesis, and its conversion into bio mass is 
only 0.02÷0.03%, or about hundred times smaller. 
Modern civilization, often regarded as lavish, 
consumes totally about 0.005÷0.006% of this energy 
(Danish Wind Energy Association). 

According to the estimates in (Archer, 2005), the 
actual energy consumption can be satisfied by 
obtaining wind energy at a height of 80 m over 20% 
of the regions with average annual wind speed 
6.9m/sec. 

The world stores of easy obtained wind energy 
are estimated at 1 500 GW, with annual production 
of 3⋅1012 kWh, that makes 500 kWh per every 
inhabitant of the world population of 6 milliards 
(Wind Force 12, 2005). 

A specific feature of the wind generators, caused 
by the random character of the wind speed and the 
big dispersion, is the multiple difference between the 

average power generated and the installed nominal 
power. The relation between them, defined as 
utilization, is often determined as number of 
operation hours at nominal power, during which the 
same quantity of energy is produced, as the really 
generated for all 8760 hours of the year. Utilization 
of 23.5 % is accepted as very good utilization, which 
corresponds to 2000 hours work at nominal power. 

The achievements in generators construction, 
computer technologies and power electronics 
enabled the creation of new generations of 
generators with full conversion and variable speed, 
which allow maximal deriving of energy at any wind 
speed. They comprise mainly the synchronous 
generators with constant magnets made from rare 
metals, as well as the asynchronous doubly fed 
generators. The generators with full conversion 
enable operation into a three-quarter mode − active 
power, reactive inductive and reactive capacitive 
with arbitrary ratios in-between. Their great 
advantage is that even under conditions of weak 
winds they can generate reactive power equal to the 
nominal fictitious power. 
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2 MAIN TYPES AND 
COMPARISONS 
OF WIND GENERATORS 

The main type of generators, used until 1990 for 
power up to 1.5 MW, are the asynchronous ones, 
with a cage rotor, directly connected to the power 
line, from which they obtain the excitation – 
a Danish concept for WTG. They differ by their 
simplicity, reliability and a century developed 
technology of mass production. They operate at 
constant revolutions which does not allow maximal 
extraction of the wind energy. It is obtained for one 
single wind speed. The connection to the network is 
done by controlled valves restricting the big current 
overloading. After the transition process of 
switching (0, 2 2 )s÷ , the valves are shunted by 
contactors. In order to compensate for the magnet-
izing (excitation) current, some adjusted capacitor 
batteries are joined. The excitation current depends 
on the degree of loading and for its constant 
compensation, the battery must be adjustable. 

A serious disadvantage of this type of generators 
is its firm characteristic resistance moment/ revo-
lutions. The typical for the wind speed changeability 
of frequent stormy nature causes stress loading on 
the propeller shaft and especially on the speed box. 

The introduction of a winded rotor is an 
improved modification of the asynchronous motor.  
The slippage is controlled by the degree of loading 
on the rotor windings, and thus on the revolutions, 
and the characteristic moment/revolutions becomes 
soft. The wind blow and the impulse loading of the 
generator are smoothed. The operation revolutions 
can be co-coordinated with the wind speed for 
maximal energy extraction. They are available in 
brush and non-brush variant. The heat mode of the 
rotor is lightened in the brush variant. Usually the 
revolutions differ from the synchronous ones by 1-
10% (Gertmar et al., 2007). 

The most widely used type of a generator in 
WTG is the Doubly Fed Induction asynchronous 
Generator (Doubly-Fed Induction Generator – 
DFIG). Regulating the energy, obtained by the rotor 
windings, the speed of propeller’s rotation is con-
trolled. 

The double inversion enables efficient control of 
the slippage power (which reaches up to 30% of the 
nominal power), as well as its transfer together with 
this of the stator to the network. The new valves of 
IGBT type allow inversion with a high yield. 

In order to design generators with acceptable 
dimensions, and hence – weights, their revolutions 

are most often chosen within the limits 1000-2000 
rev./min and the poles number - 4 or 6. To achieve 
these revolutions, three-degree speed boxes are used. 
It is considered, that the losses in every transmission 
unit, if not higher than 6 is about 1% of the 
transmitted power in case of good support. 

The gear box is an important element of a WTG. 
It is considerably affected by wind stress loading. 
The nacelle, or the WTG itself, containing a 
propeller, a gear box, a generator, attaching and 
protecting units, is a large construction with big 
weight. Due to the restrictions for few gear degrees, 
the generator itself is with big weight too. One of the 
known types of WTGs, that of Vestas, with power of 
3 GW, weights about 70 tons (Gertmar et al., 2007). 
Enercon produce WTGs with direct transmission 
without a gear box and power of  4.5 MW, but the 
nacelle weight rises up to 450 tons. 

Table 1:  

 
Synchronous and asynchronous generators with 

variable rotational speed and with double conversion 
of the whole power – both the main one and that of 
slippage, are used. The entire disconnection between 
the propeller rotational speed and the network 
frequency enable the operation in four quadrants – in 
a mode of a generator, of a motor, of a consumer, 
and a generator or reactive power (capacitive, 
induction). This is an important feature, the use of 
which can improve the reliability of the network, to 
which it is attached. For small active power due to 
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the wind low speed, such a generator can provide 
reactive power to the network up to its nominal 
apparent power. 

The synchronous generators can be designed 
with electric excitation and constant magnets as 
well. The last variant leads to weight decrease. 
However, the price of the magnets made from rare 
metals, remains still quite high, which limits their 
use. Some realizations of synchronous generators 
with constant magnets and direct transmission 
without a gear box and direct generation of high 
voltage are known, which avoid the necessity of a 
step-up transformer for connection to the network. 
This approach potentially assumes high efficient use 
of the wind energy. But there are not any data 
available about their including in a real power line 
and that is why they are not discussed in detail. 

Table 2:  

 

The achievements in generators construction, 
computer technologies and power electronics have 
enabled the design of new generations of generators 
with complete conversion and variable speed that 
allows maximal extraction of the energy for any 
wind speed. These are mainly the synchronous 
generators with constant magnets made of rare 
metals and the asynchronous doubly fed generators. 
The generators with complete conversion enable 
operation in a three-quadrant mode – active power, 
reactive induction and reactive capacitive in 
arbitrary portions. Their main advantage is that even 
at weak wind they can generate reactive power equal 
to the nominal apparent one. 

Interesting comparison is presented in (Polinder et 
al., 2006) between 5 different types of WTG with 
nominal power of 3 MW – Table1 and Table2: 

• doubly fed asynchronous generators with com-
plete conversion and a three-degree trans-
mission box (transmission relation 1:80) – 
DFIG3G; 

• directly connected to the propeller (without a 
speed box) 80-poles synchronous generators 
with electric excitation and complete con-
version – DDSG; 

• directly connected to the propeller 160-poles 
synchronous generators with constant magnets 
and complete conversion – DDPMG; 

• synchronous 112-poles generators with one-
degree transmission box with constant magnets 
and complete conversion  – PMG1G; 

• doubly fed asynchronous generators 80-poles 
generators with one-degree transmission boxes 
with complete conversion – DFIG1G. 

3 EXPLOITATION 
OF WIND GENERATORS 

The singular power of a WTG, compared to the 
conventional thermal or nuclear generators is small 
— within the limits of 1-5 MW. No considerable 
increase of this power can be expected. It is 
connected with increase of the surface, covered by 
the propeller and increases linearly with the second 
degree of its diameter, that leads to many constraints 
of another nature − weight, dimensions, possibility 
for transporting, mounting, available strong 
materials, lightning resistance, etc. For example, a 
WTG with power of 2.2 MW, has a propeller with a 
diameter of 112 m, weight of 20 tons and it obtains 
the energy from a section of 9800 m2. (Thresher et 
al., 2007). 



 

86 

The connection of a separate generator to the 
power line is an isolated case, connected with big 
expenses for the joining itself. Its influence on the 
network can be regarded as an equivalent consumer. 

The connection of WTG farms to a power line is 
related with the solution of many problems. The 
generated power has random nature with a large 
range of alteration − from zero up to the nominal 
value and limited predictability.  The null power is 
often with a probability above 70%. The power 
control is possible only in direction of random 
maximum decrease. With this feature the network 
gets one more stochastic process together with the 
loads. The two processes are not correlated, compen-
sation is possible in certain periods, in others – 
depositing, but in general, the dispersion increases. 
Due to the high probability for farm inactiveness, the 
nominal power of every farm must be reserved by 
conventional sources power. This reservation is 
especially heavy at relatively big share of the wind 
energy in the network. The reservation could be 
decreased with the help of the construction of 
several farms, located in sites with non-correlated 
wind energy. This requires good knowledge of the 
wind picture of the network region and appropriate 
planning of wind energetic development. Meteo-
rological services data can be used for initial evalua-
tion of a more continuous period of one up to three 
years. 

The selection of farms sites is a complex optim-
ization task. Besides the wind power, “statistic” 
independence, the location of the consumers, the 
distance to the electric network, the allocation of the 
conventional generators, their dynamics for com-
pensating the changes of the wind energy must also 
be taken into consideration. The connection to the 
farm end (the generators remote points) may lead to 
decrease in network losses. 

The compensating of short time alterations of the 
wind power is a separate task. It is done by rotating 
reserve powers and connected with additional dyn-
amic losses. According to UСТЕ requirements, each 
change of the power consumed (for the wind power 
– positive or negative) must be compensated in an 
interval up to 15 min. The WTG with a cage rotor 
and especially those with complete conversion, have 
high dynamics and can participate in the compen-
sation process, caused by load changes. 

The predicting of the generated power has great 
significance in restricting the reserve and part-
icularly the reserve rotating powers for every farm.  
It is usually assumed that the wind farms introduce 

strong disturbances in the energy network operation. 
The use of short-time (15 min) and daily (up to 38 h) 
prediction enables considerable decrease of the 
necessary rotating reserve powers. There are some 
well known methods, which, using the prognostic 
information, allow the short-time planning of the 
power, supplied by the conventional and wind 
generators for optimizing the value of the generated 
energy and the network reliability (Thresher et al., 
2007), (Hansen et al., 2007), (Ummels et al., 2007). 

4 CONCLUSIONS 

The stochastic feature, introduced in the network by 
the wind farms in case of relatively large part-
icipation in the general power, is a potential source 
for instability. The operative staff must often 
distribute the generators loading, as well as the 
rotating reserve powers, including the wind, for min-
imizing the cost of the energy produced, accounting 
the constraints for: 

• consumed electric energy, 
• consumed thermal power by thermal and 

nuclear stations, 
• possibilities of the generators for impulse 

(short-time) alteration of the generated power, 
• actual prognosis for possible wind energy, 
• special operation mode at small consumption – 

night hours, off days,  holidays, 
• water consumption in hydro electrical stations, 
• electrical energy accumulation at  PAWEC. 

The rules for electric network operation, as well 
as the including of new energy sources is regulated 
by grid codes, specific for different countries and 
regions, but not differing much. Due to the principal 
difference of the wind energy generation in com-
parison with the conventional sources, there are 
introduced specific requirements in the countries 
with advanced wind energetic. 
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