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Dependency identification

« Example: What we mean

* Philosophy: In most cases a phenomena can
be recognised observing summrized data and
can be explained by raw data

* Implicit dependency: \We will understand
judgment, which can be expressed after
performing an operation on a set of data



Dependency identification

* Hypothesis: Only a human being can identify a
unexpected dependency (till now)

* Proposal: We need a tool which summrizes
data and easy displays the raw data from which
an summarized item come from



Summrize data

* Aggregation: Produce a new fact connected to
a subset of records based on existing facts (by
operations like sum, max, avarige & etc.)

* Grouping: Produce a new dimension — a new
splitting of the whole set of records into several
subsets (by operations like classification,
clustering & etc.)
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Aggregation

OLAP (OnLine Analitical Processing) cube

TV 1Qtr EQUM, 4Qtr sum




Aggregation

Domains' lattice
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oJlgle

on rules

* Clustering algorithms



Clustering




The last but not at least

\Who to collect the raw data?




Archimedes' times




Nowadays ... maybe this




our attention!
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